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Abstract—A recent advance in networking is the deployment of
path-aware multipath network architectures, where network end-
points are given multiple network paths to send their data on. In
this work, we tackle the challenge of selecting paths for latency-
sensitive applications. Even today’s path-aware networks, which
are much smaller than the current Internet, already offer dozens
and in several cases over a hundred paths to a given destination,
making it impractical to measure all path latencies to find the
lowest latency path. Furthermore, for short flows, performing
latency measurements may not provide benefits as the flow
may finish before completing the measurements. To overcome
these issues, we argue that endpoints should be provided with
a latency estimate before sending any packets, enabling latency-
aware path choice for the first packet sent. As we cannot predict
the end-to-end latency due to dynamically changing queuing
delays, we measure and disseminate the propagation latency,
enabling novel use cases and solving concrete problems in current
network protocols. We present the Global Latency Information
Dissemination System (GLIDS), which is a step toward global
latency transparency through the dissemination of propagation
latency information.

I. INTRODUCTION

With the deployment of path-aware network (PAN) archi-
tectures such as SCION [1], new challenges and opportu-
nities arise for latency-sensitive applications such as video
conferencing, online gaming, holographic communication, or
the tactile Internet [2]. In contrast to today’s Internet, which
only offers a single, typically cost-optimized, path, a PAN can
offer multiple path options, providing advantages to latency-
sensitive applications since endpoints can select the shortest-
latency path. In the current deployment of SCION, we witness
that a large number of distinct paths are available, with many
destinations having over 100 different paths. With the steady
expansion of the commercial SCION network, we expect this
number to further increase.

For latency-sensitive applications, a research challenge thus
emerges on which path to use. The path length in terms of
AS hops is unfortunately a weak predictor of the end-to-end
latency [3]. Path probing with active measurements would
waste the benefit in the case of dozens, or even hundreds, of
available paths. In particular, single-packet request-response
protocols, such as DNS, would not permit any probing for
achieving low-latency operation.

In this work, we explore an approach that adds propagation
latency information to PAN path information, enabling an end-
point to compute an estimate for the end-to-end propagation
latency. The reasons for disseminating the propagation latency
instead of attempting to predict the experienced end-to-end la-
tency, which also comprises the transmission, processing, and

queuing latency, are as follows. Transmission and processing
latencies are typically negligible compared to propagation and
queuing, and often exhibit little variance. Since the amount
and nature of cross traffic is usually unpredictable, an accurate
estimation of the queuing latency is not possible in most cases.
On the other hand, propagation latency is a useful metric, as it
enables the computation of the experienced queuing latency,
is typically static, and can be measured without relying on
a model. Finally, as we will outline below, for use cases
such as efficient path probing and improving the fairness of
congestion control algorithms, knowledge of the propagation
latency provides significant benefits.

We propose the Global Latency Information Dissemination
System (GLIDS) for estimating propagation latency informa-
tion of end-to-end paths in an inter-domain setting. We study
the research problem of how to achieve high accuracy for
latency estimates while minimizing the network overhead.
Furthermore, since GLIDS is based on SCION, where partial
paths in the form of path segments are combined into end-
to-end paths, we ensure that end-to-end propagation latency
estimation is possible for all path segment combinations.

One goal of GLIDS is to find the lowest latency path in
a multipath network with a large number paths. For long-
lived latency-critical flows, a sender will (continuously) probe
available paths and switch to the lowest end-to-end latency
path available. Knowledge of the propagation latency gained
through GLIDS provides the sender with a clear order and
cutoff latency for path probing instead of relying on heuristics
which may not find the lowest experienced latency path.

For short-lived flows that finish in a single round trip,
e.g., consisting of a single request and response packet pair
or where all data fits into the initial congestion window,
performing latency measurements to decide where to send a
packet may take as long as, or even longer than, the flow
itself and thus negate any benefits of the measurement. Even
for longer-lived flows, knowledge of the propagation latency
gained from GLIDS is valuable to make an informed path
selection when sending the first packet.

Another use of GLIDS is to improve delay-based congestion
control algorithms (CCAs), which adjust a sender’s congestion
window based on the measured latency inflation as a signal
of queuing on intermediate nodes. BBR is a delay-based
CCA which has shown to be unfair to competing loss-based
CUBIC CCA flows, due to overestimating the propagation
latency [4], [5]. By providing a propagation latency estimate,
GLIDS enables BBR to infer the current latency inflation and
overcome this unfairness.
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abling GLIDS in the SCION path-aware Internet architecture
is the stability of disseminated paths. GLIDS leverages this
stability to directly use the latency information disseminated
through the control-plane for path selection and thus provides
propagation latency transparency. An extended version of this
paper, including a background section on SCION, extended
related work, and details on the experiment setup, can be found
on arXiv [6]. The main contributions of this work are:

• Design of the scalable system GLIDS for estimating
propagation latency of end-to-end paths in SCION.

• Evaluating GLIDS through the SCIONLab testbed, emu-
lation in a Mininet-based BBR testbed, and simulations
on real-world topologies.

II. MOTIVATION AND CHALLENGES

In this section, we highlight issues prevalent in existing la-
tency prediction systems, motivate the need of GLIDS through
three concrete use cases, and discuss design challenges.

A. Prior Work on Latency Prediction

Latency prediction for intra- and inter-domain networks
has been extensively studied in the past. Latency prediction
approaches can be separated into deterministic approaches
that distribute aggregated measured latencies, and model-
based approaches that use statistical latency models to infer
latency based on network delay monitoring between various
vantage points in the network [7], [8], [9]. Due to challenges
such as asymmetric routing, unpredictable paths, dynamic
load balancing, and lack of transparency on the actually used
inter-domain forwarding paths, recent advancements in latency
prediction have been focused on model-based approaches.

1) Intra-domain Latency Prediction: In the space of intra-
domain networking, there has been much work on low-latency
networking [10] and latency prediction (often in the context
of data centers) [11], [12], [13]. This shows the usefulness of
latency prediction in a controlled environment to enhance ap-
plication performance, reduce overhead, and potentially min-
imize cost in terms of hardware or computational resources.

2) Inter-Domain Latency Prediction: In the space of
inter-domain networking, low-latency networking and latency
prediction is hindered by a multitude of factors. Since for-
warding devices are not controlled by a single entity, they
may behave unexpectedly. Additionally, external factors, such
as varying queuing delay caused by background traffic, impact
the prediction accuracy. Moreover, the lack of transparency in
today’s Internet reveals little about the used network paths,
further increasing the uncertainty of any form of latency
predictions. Nevertheless, there has been extensive research in
latency prediction in inter-domain networking, demonstrating
the desire for latency prediction [7], [14], [15], [8], [9].

B. Use Cases

With the emergence of inter-domain path-aware network
architectures, some of the issues prevalent in latency pre-
diction can be addressed. Path-aware networks enable path
transparency, which allows endpoints to know the network
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Fig. 1: The number of distinct paths to all reachable ASes in
the commercial SCION network from a single vantage point.

paths of their traffic, and consequently make use of latency-
related information about these paths. Furthermore, path-
aware multipath networks provide multiple (partially) disjoint
network paths for an endpoint to choose from. Endpoints can
thus locally optimize paths based on a metric, e.g., latency.
We argue that recent developments in inter-domain path-aware
networks allow users to accurately estimate propagation delay
through concrete measurements, enabling innovative and novel
use cases. Concretely, we present three use cases.

1) Delay-Based Congestion Control: The first use case
is providing propagation delay information to delay-based
congestion control algorithms to accurately derive the current
latency inflation on a path and infer the level of congestion.
The knowledge of propagation delay is thus critical for the
competition of the delay-sensitive BBR algorithm with the
traditional loss-based CUBIC algorithm. In this competition,
BBR has been found to be unfair towards CUBIC in terms of
capacity sharing, because the sending rate of the BBR flows is
directly proportional to their estimate of the path propagation
delay. Crucially, BBR flows overestimate this propagation
delay as a result of queuing caused by competing CUBIC
flows, and therefore maintain an excessively large sending
rate [4], [5]. This unfairness can be eliminated with explicit
knowledge of path propagation delay, as offered by GLIDS.

2) (First-Packet) Latency Estimate: The next two use cases
illustrate the importance of accurate latency information in
path-aware networks that offer multiple paths to choose from.
For short-lived connections, e.g., query-response protocols
such as DNS, it is essential that an RTT estimate is available
before sending the first packet. There is no benefit for an
endpoint to actively measure the latency if all relevant data
can be transmitted in the first reply, i.e., the reply may arrive
before the measurements are finished.

3) Efficient Probing: Finally, we argue that a propagation
latency estimate is necessary to efficiently probe a multipath
network for low-latency paths. Consider an endpoint estab-
lishing and maintaining a long-lived low-latency connection.
If only a few network paths are available, the endpoint could
simply continuously measure the paths and switch to a lower
latency path if available. However, this approach does not
scale if the network offers hundreds of potential paths, i.e., in
a massive multipath network, as this would incur substantial
processing, time, and bandwidth overhead. The current com-



mercial SCION network provides a concrete example of such
a scenario. Figure 1 depicts the number of different paths we
can observe from ETH Zürich to 30 ASes located in 5 different
ISDs. Although the SCION network is small compared to
the Internet, the median number of paths to each destination
is over 100, and we expect this number to further increase
with the expansion of the commercial SCION Internet. The
endpoint could heuristically select and probe a subset of paths
but this does not guarantee finding latency-optimal paths. We
discuss a concrete algorithm for efficient path probing based
on GLIDS in Section III-C.

C. Challenges

In this section, we list the most important challenges en-
countered in designing a latency transparency system.

1) Variable Delays: One major challenge in latency estima-
tion is to correctly model all variable delays in the network [7].
The dominating variable delay is typically queuing delay due
to cross traffic filling up a packet queue on the path. The packet
processing and transmission delays are usually negligible in
comparison to the propagation and queuing delays, but may be
included in a latency measurement or calculated based on the
link bandwidth. Since the queuing delay cannot be predicted,
our work focuses on the predictable part of the end-to-end
latency, in particular the propagation delay.

2) Disclosing Internal Topology: While entities can en-
hance latency estimates by revealing detailed information
about their internal topologies, this might reveal sensitive
information to a competitor. It is thus imperative that partici-
pating entities can decide how much information is revealed.

3) Load Balancing and Variable Routes: Internet traffic
is rerouted for various reasons, e.g., economic impact, SLAs,
and bottlenecks. This can happen for inter-domain paths or for
intra-domain paths, e.g., due to traffic engineering or failing
links. Accurate latency estimation is challenging under these
circumstances and requires regularly updated measurements.

III. SYSTEM DESIGN

We propose a latency transparency system that measures
and distributes the propagation latency of inter-domain paths
at Internet scale and present an efficient path probing algorithm
for multipath networks. In designing such a system, we make
use of the facts that latency is an additive metric, and any inter-
domain path can be split into several intra-domain paths and
inter-domain links connecting them. The propagation latency
of an inter-domain path can thus be computed by accumulating
the propagation latencies of all intra-domain paths and inter-
domain links. Therefore, we divide GLIDS into two subsys-
tems: (1) the measurement system that accurately measures
the latency of intra-domain paths and inter-domain links, and
(2) the dissemination system that globally disseminates latency
information.

A. Performing Latency Measurements

In GLIDS, we focus on measuring propagation delay, in-
stead of modeling queuing delay. Note that depending on the

measurement method, the propagation delay measurement may
include the processing and transmission delay, but in practice,
they are typically negligible in comparison to propagation
and queuing delay. Hence, GLIDS requires a participating
AS to be able to measure the propagation latency of intra-
domain paths between their own border routers and of the
links connecting them to neighboring ASes’ border routers as
shown in Figure 2.

There exist a wide variety of ways to measure latency,
which can generally be separated into three groups [16]: (1)
traditional network measurements [17], [18], (2) SDN-based
measurements [19], [20], and (3) telemetry-based measure-
ments [21], [22], each with different tradeoffs. Since we are
interested in the one-way propagation latency, the network
operator must ensure that queuing delay is factored out, e.g.,
via packet prioritization or exclusion of “packet queue time”,
and that potential path asymmetry is taken into consideration,
e.g., using one-way latency measurements with synchronized
clocks instead of RTT measurements. Additionally, multiple
paths with varying latency may exist between border routers
due to redundancy, load balancing, or traffic engineering, and
paths may change over time. The network operator should
measure all possible paths and re-measure changed paths
to revoke the out-of-date path segment and re-disseminate
it. Optionally, the network operator may also enhance the
measurement with the used measurement methodology and a
level of measurement (un-)certainty, e.g., assigning a higher
level of certainty if a more sophisticated latency measurement
approach is used.

B. Disseminating Latency Information

To calculate the latency of an inter-domain path, the end-
points must be provided with the latencies of its constituent
intra-domain paths and inter-domain links. GLIDS achieves
this in a scalable fashion through path exploration and dis-
semination. In the exploration phase, each AS on an inter-
domain path encodes the latency information of its AS hop
in the forwarded path segment. In the dissemination phase,
the endpoint retrieves the path segments with the included
latency information. Note that GLIDS uses an opt-in approach
and an AS can choose to disclose latency information with
appropriate granularity based on the desired level of topology
secrecy. The privacy aspects are discussed in more detail in
Section V-A.

The latency information of each AS hop consists of the
propagation latency of the intra-domain path between the
ingress and the egress border routers (e.g., SF to NJ in
Figure 2) as well as the propagation latency of the inter-
domain links between the border routers of the neighboring
ASes (e.g., SF to LA). Due to possibly asymmetric latencies,
the AS encodes the latency in both directions. If the exact
intra-domain path each packet can take is not predictable,
e.g., due to load-balancing or backup routes, the AS must
disseminate the minimum propagation latency of all possible
routes—which is necessary for efficient path probing, see
Section II-B. In addition to this minimum latency, an AS



Fig. 2: Topology where four hosts (H1−4) combine path seg-
ments to end-to-end paths and leverage GLIDS to select paths.
Diagonal lines indicate core ASes and core path segments.

can optionally provide more information, such as the max-
imum propagation latency among these paths or a latency
distribution. Alternatively, the network operator could make
such intra-domain paths (including their latency) accessible
via FABRID policies [23] and allow endpoints to explicitly
select a specific intra-domain path.

1) Disseminating Latency in Hierarchical Architectures:
In hierarchical routing architectures like SCION, path seg-
ments need to be combined to construct full inter-domain
paths. Hence, not only do we need to add the latency in-
formation in each path segment, but we also need to ensure
that endpoints can reconstruct the latency information of all
possible segment combinations. Figure 2 shows an example
where the lack of intra-AS latency information between SF
and NJ would cause H1 to incorrectly select the path through
LA (via SF, NJ, BOS) to communicate with H2 even though
the alternative path through ABQ (via ATX, ATL, NY, NJ,
BOS) has a smaller propagation latency. Hence, GLIDS must
disseminate the latency information between all border router
pairs of ASes at the path segment junctions. To satisfy this
requirement of SCION’s hierarchical routing with two levels,
i.e., core and intra-ISD routing, we propose two different
information dissemination mechanisms, one for each level.

In core routing, where the topology is densely connected
and routing messages are flooded to a subset of neighbors, we
need a mechanism with small overhead per routing message
to achieve scalability. To that end, each AS only encodes the
latency for the intra- and inter-domain path that the routing
message traversed. This is possible since core-path segments
are always combined with intra-ISD-path segments, which will
contain the necessary latency information to interfaces that are
not traversed by the core-path segment.

In intra-ISD routing, where routing messages are only
forwarded from providers to customers and the topology is
typically sparse, more latency information can be added to
routing messages without introducing significant overhead.
A trivial approach is the addition of latency information

Fig. 3: Difference between the estimated and the experienced
propagation latency in SCIONLab.

between the egress interface of the routing message and
all other interfaces. However, this approach wastes network
bandwidth, since some latency information will be duplicated,
i.e., two combined path segments will both contain the latency
information between two interfaces. To prevent this, only the
latency information between the egress interface and interfaces
which have a lower AS-local identifier is added. This ensures
that any two intra-ISD-path segments, or any core and any
intra-ISD-path segment can be combined. For example, in
Figure 2, hosts H3 and H4 need the intra-AS latency between
ATX and ATL even though neither segment contains this link.

2) Scalability: GLIDS achieves scalability using three
mechanisms. First, it disseminates the minimum propagation
latency of a path, which does not change frequently, and
thus does not require frequent re-dissemination. Second, the
existing path-segment establishment and dissemination process
is used to disseminate the latency information without intro-
ducing additional messages. Third, it leverages the observation
that core path segments are always combined in their entirety
with intra-ISD path segments, thus no additional intra-AS la-
tency information needs to be added to the core path segments,
but only to the intra-ISD path segments.

3) Obtaining Full Inter-Domain Path Latency: Once
provided with the path segments to construct full inter-domain
paths, endpoints compute the full path latency by accumulating
latencies of constituent AS hops. Note that an endpoint may
only receive partial latency information if some on-path ASes
do not reveal this information. In such a case, the endpoint
locally decides whether to use the partial information, e.g., by
assuming a propagation delay of zero for the missing latency
information, or to discard the incomplete latency information.

C. Efficient Path Probing

We propose an efficient path probing algorithm based on
GLIDS, which works as follows: (1) sort all paths based
on their propagation latencies (assuming zero latency for
path segments with missing latency information), (2) measure
them one-by-one (or batch-wise) and remember the smallest
measured latency, and (3) stop as soon as the propagation
delay of the next path is higher than the smallest measured
latency. Since all following paths must have higher latency,
we can terminate the algorithm early. A requirement is that, if



a path has multiple intra- or inter-domain links with different
propagation delays, the system always returns the minimum
value. Otherwise, the algorithm might discard and thus not
probe a potential candidate path. The number of probed paths
depends on the distribution of latencies, e.g., a higher variance
in propagation delays leads to an earlier termination.

IV. IMPLEMENTATION AND EVALUATION

We prove the feasibility of GLIDS by implementing it on
the SCIONLab testbed, evaluate the impact of propagation
latency knowledge on the fairness of delay-based congestion
control, and show the benefits of GLIDS’s first packet latency
estimation through simulation on Internet-scale topologies.

A. Implementation and Deployment in SCIONLab

We evaluate GLIDS in the SCIONLab testbed [24]. Our
implementation uses RTT measurements, i.e., the minimum
measured RTT over the span of 60 s, to infer propagation
latency between AS interfaces. The experienced latency is then
measured by taking the median of 5 ping measurements.

Figure 3 shows that inferring propagation latency based
on the RTT, which is arguably the simplest measurement
approach, provides a reasonable approximation of the prop-
agation latency since less than 5% of measurements experi-
enced a lower latency than the advertised propagation latency.
The overall experienced latency, with a median of 234 ms
and a 95th percentile of 551 ms, is relatively high since
the SCIONLab network partially consists of overlay links,
which may lead to longer paths, and since the SCIONLab
nodes are globally distributed in Europe, the United States,
and East Asia. However, note that SCIONLab, as a research
network, experiences little congestion. In networks carrying
large amounts of data and experiencing more congestion, these
results might differ substantially and require more sophisti-
cated latency measurement systems.

In addition to the feasibility of the system, we measure the
latency reduction of an endpoint that chooses the path with
the lowest estimated propagation latency over the default path.
Figure 4 shows that using GLIDS, 50% of endpoints reduced
the latency by over 40 ms, or 25% relative to the original value.
In 10% of the cases, endpoints reduced the latency by over
200 ms, or 70%. These results show that a multipath-capable
network with inter-domain propagation latency estimate can
indeed significantly reduce the experienced latency.

B. Delay-Based Congestion Control

In the following, we demonstrate how information about
path propagation delay can improve the deployment effects of
delay-based congestion-control algorithms (CCAs). In partic-
ular, we show that the knowledge of path propagation delay
improves the fairness of the delay-sensitive BBR CCA [25]
toward the traditional loss-based CUBIC CCA [26].

1) Setup: For our evaluation, we emulate the competi-
tion among 10 flows on a 100 Mbps bottleneck link using
Mininet [27]. Each flow is using a path with 20 ms one-way
propagation delay, composed of 10 ms propagation delay on
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selecting the path with the lowest propagation latency.
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Fig. 5: Bandwidth-sharing fairness between BBR and CUBIC
flows, with and without explicit propagation delay knowledge.

non-shared links and 10 ms propagation delay on the shared
bottleneck link. The non-shared links and the shared bottleneck
link are intermediated by a switch with a queue size that
corresponds to 1.5 bandwidth-delay products of the network
path. In this setup, we measure the capacity share obtained
by all BBR flows together, depending on how many of the 10
flows adopt BBR, while the remaining flows adopt CUBIC.
We also distinguish two different BBR versions, namely the
official BBR version, and a variant named “informed BBR”
that we implemented by adapting the BBR source code:
While the official BBR attempts to estimate path propagation
delays by regular probing, informed BBR works with actual
propagation delays, which are known when using GLIDS.

2) Results: Figure 5 presents the results of this experiment.
For all tested configurations, the BBR capacity share is strictly
above the dotted gray line that marks the proportional capacity
share; hence, BBR is unfair towards CUBIC in every evaluated
case. However, this unfairness is particularly pronounced if
fewer than 5 flows adopt the official BBR version.

Crucially, this unfairness stems from the RTT-probing be-
havior of the BBR flows, which try to discover the propagation
delay by emptying on-path buffers with sharp contractions
of their sending rate, and use the resulting measurement
to adjust their congestion window [25]. While this probing
behavior indeed allows discovering the propagation delay if
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DNS root servers between GLIDS and BGP.

only BBR flows share the bottleneck link [28], competing
CUBIC flows preserve buffer utilization when the BBR flows
are probing, and thus inflate the propagation-delay estimate of
the BBR flows [4], [5]. As a result, the BBR flows maintain an
excessively large congestion window, resulting in an unfairly
high sending rate. Notably, this effect arises only if the CUBIC
flows are numerous enough to keep up buffer utilization in
the 200 ms time window when the BBR flows are probing; in
our setting, fewer than 4 CUBIC flows cannot fill the buffer
during this RTT probing, and thus do not distort the BBR
propagation-delay estimate.

Clearly, the propagation-delay estimate is never distorted for
the informed BBR version, as this version learns the actual
propagation delay from GLIDS. This knowledge thus elimi-
nates the overdimensioning of the BBR congestion window,
and improves the fairness of BBR towards CUBIC.

C. Large-scale Simulations

In this section, we analyze the benefits of GLIDS for
first packet latency estimation, in particular DNS resolution.
We perform large-scale simulations on real-world Internet
topologies from CAIDA [29] to compare the performance
of GLIDS with BGP-based (shortest AS path) routing. For
this evaluation, we simulate BGP using SimBGP [30], and
SCION using a simulator based on ns-3 [31], to find inter-
domain paths in the current Internet and in SCION+GLIDS.
The latencies between routers are given by their great circle
distance, calculated from their geographical location.

Based on these simulations, we analyze by how much
GLIDS could reduce this lower-bound (great circle) latency
between clients and DNS root servers. Figure 6 illustrates the
difference between the simulated latency in SCION and BGP,
showing that SCION’s latency-aware routing and path selec-
tion can reduce the lower-bound latency to the 5 root servers
in our topology for at least 40% of probes. Furthermore, this
latency deflation is at least 20 ms for 20% of probes to any of

the root servers. However, the latency to root servers from a
negligible portion of probes can be inflated by less than 10 ms
due to suboptimal choice of destination AS ingress interface.
This is caused by a lack of information on the relative position
of the destination root server in the destination AS.

V. DISCUSSION

This section focuses on the practical aspects of achieving
latency transparency through GLIDS. In particular, we focus
on GLIDS’s incremental deployment model, potential hurdles
for adoption, and its privacy aspects. Furthermore, we discuss
the veracity of the disseminated latency information.

A. Deployment Model
A crucial aspect of any new Internet protocol is deployabil-

ity [32], i.e., to ensure compatibility with existing and legacy
systems in a partial deployment while providing clear incen-
tives for early adopters. Ideally, existing latency measurement
mechanisms and hardware can be reused for internal latency
measurements, allowing GLIDS to be deployed at low cost.

GLIDS can be incrementally deployed by having only a
subset of ASes include latency information in their routing
messages. While this does not yet provide full propagation
latency transparency for all Internet users, as long as ASes
that are topologically close to the communicating endpoints
offer GLIDS, partial latency information inferred by endpoints
can be used for latency-based path optimization. Hence, two
endpoints purchasing Internet connectivity from Tier 2 ISPs
can achieve propagation latency transparency if their ISPs
support GLIDS and are customers of the same GLIDS-enabled
Tier 1 AS. Even if no Tier 1 AS supports GLIDS, ISPs can
leverage peering and transit links to other ISPs to locally
achieve propagation latency transparency.

The incentive of an early GLIDS adopter is to attract
network traffic by providing propagation latency information.
Note that even if the early adopter does not offer better
performance than its competitors, simply the presence of the
latency information may lead to endpoints sending traffic on
these paths to benefit from the various use cases presented
in Section II-B. This holds true especially for delay-based
congestion control and first-packet latency estimation, while
the usefulness of efficient probing increases together with the
adoption rate since more paths can be pruned.

Another important aspect of GLIDS is privacy, since the
participating ASes reveal propagation latencies of internal
paths. We argue that privacy is often not a concern in GLIDS
since it typically does not reveal more sensitive information,
such as the exact configuration of internal routers and links,
compared to the existing SCION paths. Furthermore, each AS
can decide not to reveal certain (privacy-sensitive) latencies.
Finally, even in today’s Internet, propagation latencies can
often be inferred through measurements between different
vantage points (although typically with a lower precision).

B. Veracity of Latency Information
One important aspect of GLIDS is ensuring the veracity

of the disseminated latency information. A dishonest AS may



disseminate wrong information for a financial gain. Artificially
increasing the disseminated propagation latencies is typically
less problematic since users will send their latency-sensitive
traffic on alternative paths. Artificially decreasing the dissem-
inated propagation latencies may attract users to send their
latency-sensitive traffic on a sub-optimal path. In GLIDS, the
veracity of latency information is protected by including a
timestamped signature from the AS that provides the latency
information in the respective routing message. Hence, GLIDS
provides non-repudiation to ensure that a misbehaving AS can
be punished while preventing framing attacks. Note that while
this provides the necessary building blocks to implement a
system to detect misbehaving ASes, the full design of such a
system is beyond the scope of this paper.

VI. CONCLUSION

GLIDS offers exciting new possibilities for inter-domain
networks and moves us closer to the prospect of global
latency transparency. We show that path-aware networks solve
current network problems but also highlight novel challenges
encountered in such networks and how to overcome them.
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