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Abstract

In this paper, we describe our new results in developing
and extending Automatic Protocol Generation (APG), an
approach to automatically generate security protocols. e
explore two-party mutual authentication and key agreement
protocols, with a trusted third party (TTP) which shares a
symmetric key with each of the two principals. During the
process, we experienced the challenge of a gigantic protocol
space (even after we limit the protocol complexity and size,
and after constraining message format and sending order,
we estimate the state space at 1012 protocols!). Facing this
challenge, we devel op more powerful reduction techniques
for the protocol generator. We also develop new pruning
theorems and probabilistic methods of picking goal order-
ings for the protocol screener, Athena, which greatly im-
prove the efficiency and wor st-case performance of Athena.

In our first experiment, APG found new protocols for
two-party mutual authentication with a TTP using symmet-
ric keys. In our second experiment, APG also found new
protocols for three different sets of security properties for
two-party authentication and key agreement. Our new list
of security properties for key agreement also uncovered an
undocumented deficiency in the Yahal om protocol.
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1 Introduction

1.1 Motivation for Automatic Protocol Genera-
tion

The current process of designing a security protocol is
usually ad-hoc and involveslittle formalism and mechanical
assistance. Such adesign processis not only slow but also
error-prone. Evidence shows that even when security pro-
tocols are designed with care and examined intensely (even
over time of years), they can till be fundamentally flawed.
A classic example is the Needham-Schroeder public-key
mutual authentication protocol [NS78], in which Gavin
Lowe discovered aflaw 18 years later [Low96]. Due to the
lack of formalism and mechanical assistance, manually de-
signed protocols often contain undocumented assumptions
and hence can lead to implementation errors. Further, sim-
ply because a manual design process cannot search a large
number of candidates, it may not find the optimal protocol
for the given system requirements.

Hence, it is desirable to explore a different approach,
automatic protocol generation ( APG for short). With
APG, the protocol designer specifies the desired security
requirements, such as authentication and secrecy, and sys-
tem specification, e.g., symmetric or asymmetric encryp-
tion/decryption, low bandwidth. A protocol generator then
generates candidate security protocols which satisfy the
system requirements. In the final step, a protocol screener
analyzes the candidate protocols, discards the flawed pro-
tocols, and outputs the correct protocols that satisfy the de-
sired security properties.

The approach of APG is fully automatic and provides
high confidence and high quality of protocols. Since the
input specifications are written in a well-defined specifica
tion language and the APG is fully automatic, there are no
hidden assumptions. The protocol screener has a power-
ful engine which can automatically generate a proof of cor-



rectness if a protocol is correct, or a counterexample oth-
erwise. The user-defined system requirements includes a
metric function which specifies the cost or overhead of a
protocol. APG tries to generate correct protocols with min-
imal cost with respect to a metric function hence suits the
system requirements the best.

1.2 Results in this Paper

In this paper, we describe our new results in develop-
ing and extending Automatic Protocol Generation (APG)
to explore two-party mutual authentication and key agree-
ment protocols with TTP using symmetric keys. During
the process, we experienced the challenge of a gigantic pro-
tocol space (even after we limit the protocol complexity
and size, and after constraining message format and send-
ing order, we estimate the protocol space at 10'2 proto-
colsl). Facing this challenge, we develop powerful reduc-
tion techniques for the protocol generator. We also develop
new pruning theorems and probabilistic methods of pick-
ing goal orderingsfor the protocol screener, Athena, which
greatly increase the efficiency and worst-case performance
of Athena. In our first experiment, APG found new pro-
tocols for two-party mutual authentication with TTP using
symmetric keys. In our second experiment, APG also found
new protocols for three different sets of security properties
for two-party authentication and key agreement in the same
setting. Our new list of security properties for key agree-
ment also discovered an undocumented deficiency in the
Yahalom protocol [CJ97]. In fact, APG found protocols
which have the same cost as the Yahalom but stronger se-
curity properties. APG also found protocols which have the
same security propertiesas Yahalom but with asmaller cost.

The remainder of this paper is organized as follows. In
Section 2 we briefly review the main concepts and meth-
ods of automated protocol generation. Section 3 describes
the reduction techniques for the protocol generator. We de-
scribeimprovementsto the protocol screener Athenain Sec-
tion 4. Section 5 describes our new results in automatically
generate two-party mutual authentication protocols, where
both parties share asymmetric key with atrusted third party.
In the same setting we al so analyze protocolsfor key agree-
ment, which provide key secrecy, freshness, and key confir-
mation.

2 APG Overview

The approach of Automatic Protocol Generation (APG)
wasfirstly introduced by Perrig and Song [PS00]. Asshown
inFigure 1, APG consists of three stages. First, the protocol
designer enters the security requirements and system speci-
fication into the protocol generator (PG). Second, based on
the system specification, PG generates candidate protocols

along with verification conditions (VC) for each protocoal.
Finally, the protocol screener (PS) verifiesall VC's of each
protocol. If al VC's of a protocol are correct, PS outputsit
as a correct protocol. In the remainder of this Section, we
explain each of these componentsin more detail.

Requirements
Protocol Candidate Protocol fOpti mal
Generator Protocols Screener Protocols
Metric Initial
Function Setup

System Specification

Figure 1. APG overview

2.1 Specification of System Requirements and Se-
curity Properties

The system requirements are specified as a metric func-
tion and a specification of the initial setup. Theinitial sys-
tem configuration defines which cryptographic primitives
are available to the principals and what keys each principal
possesses. For example, in a PKI environment, all proto-
col parties know their own private key and the public keys
of the other principals, whereasin asymmetric-key environ-
ment the principal s have shared secret keys. Hybrid systems
are also possible.

The metric function corresponds to the cost or overhead
of theprotocol. An examplefor metric design isto makethe
metric correspond to the time overhead of the protocol. In
a system such as a smart-card, encryption can be fast while
the bandwidth between the card and the card reader may be
low, in which case the metric function specifies a low cost
for encryption, whereas the cost of sending and receiving
messagesis high.

The metric function is required to monotonically in-
crease as the protocol complexity increases. This require-
ment is necessary during the protocol generation phase,
where all the protocols up to a maximum cost threshold are
generated.

The metric function defines an ordering among the pro-
tocols generated. The screener analyzes the protocolsin the
order of increasing cost,* hencethefirst correct protocol has
a minimal cost-value with respect to the metric function.
Given a specification of security properties and system re-
quirements, we say that a protocol is optimal if it has the
lowest cost-value with respect to the metric function among
protocols that satisfy the security properties and the system
requirements.

The security properties are specified using predicates in
alogic. Later in the paper, we describe in more detail how

1Al protocols are sorted after the generation step, since the generation
might not generate them in strictly increasing order



Message ::= Atomic | Encrypted | Concatenated
Atomic ::= Principalname | Nonce | Key
Encrypted ::= (Message, Key)
Key ::= PublicKey | PrivateKey | SymmetricKey

Concatenated ::= Message List

Figure 2. Message grammar

Figure 3. An example message tree

APG specifies properties such as authentication, key agree-
ment, and key secrecy.

2.2 Protocol Representation

A protocol defines a sequence of actions of the partici-
pating parties. The actions include sending and receiving
messages. We call each sending and receiving of a message
one round of the protocol and the first message as the first
round of the protocol. Messages are defined by the grammar
shown in Figure 2. The grammar can be easily extended if
needed.

Each message can be represented as a tree with the
atomic messages as leaves and operations as intermedi-
ate nodes. Figure 3 shows an example for the message:
A, B,{A, B}k, . We define the depth of a message as the
depth of the tree representing that message. For example, in
Figure 3 the depth of the message treeis 4.

2.3 The Protocol Generator

The purpose of the protocol generator is to generate can-
didate protocols that satisfy the specified system specifica-
tion and to generate V Cs according to the security require-
ments. Intuitively, the protocol space isinfinite. Hence, we

need away to limit the number of candidate protocols gen-
erated while not omitting any potential optimal protocols.

Our primary method to solve this problem is to use iter-
ative deepening, a standard search technique [RN95]. In
each iteration, we set a cost threshold of protocols. We
then search through the protocol space to generate all the
protocols below the given cost threshold. After sorting the
protocols, the protocol screener tests them in the order of
increasing cost. If one protocol satisfies the desired prop-
erties, it is minimal with respect to the cost metric and the
generation process stops. Otherwise, we increase the cost
threshold and generate more protocols.

2.4 Protocol Screener

The automatic protocol screener needs to be sound and
efficient. Given a candidate protocol, the protocol screener
has to be able to examine the protocol and tell whether it is
correct or not. Since the protocol generator generates thou-
sands of candidate protocols, the protocol screener needsto
be highly efficient to find the optimal protocol in a reason-
able amount of time.

We use Athena [Son99], a recently introduced auto-
matic checker for security protocol anaysis, as the proto-
col screener. Athena has the ability to analyze protocol ex-
ecutions with any arbitrary protocol configuration. When
Athenaterminates, it either provides a proof that a protocol
satisfies its specified property under any arbitrary protocol
configuration if it is the case, or it generates a counterex-
ampleif the property does not hold. To be efficient, Athena
also exploits many state space reduction techniques which
highly reduces the state space.

3 Protocol Generation

The protocol generation for two-party authentication and
key agreement protocolswith TTP is particularly challeng-
ing, due to the vast protocol space. Our estimate shows that
the space of protocols we search is on the order of 102,
(see Appendix D for details on this estimate). Our protocol
generator generates and analyzes 10000 protocols per sec-
ond, which would take over three yearsto explore the entire
space. Clearly, we need to apply powerful protocol space
reduction techniques to make APG practical.

In this section, we first introduce some notions about
reductions and then describe some specific reduction tech-
niques we use in the protocol generator.

3.1 Notions
Early-pruning / late-pruning reduction. An early-

pruning reduction prunes a protocol after inspecting only
its initial rounds, i.e. the first and second round. On the



contrary, late-pruning reductions remove protocols after in-
spection of almost all the rounds. Clearly, early-pruning re-
ductions are much more efficient since they prune the state-
space exploration at an early stage.

Minimal correct protocol / decorated protocol. A min-
imal correct protocol is a correct protocol, which becomes
flawed as soon as any message component is removed. An
decorated protocol is derived from aminimal correct proto-
col by adding message terms to the protocol, such that the
resulting protocol is still correct. It is desirable to prune
the decorated protocols in the protocol generation process,
sincewe are only interested in minimal correct protocols.

Lossless / quasi-lossless / lossy reduction. A protocol-
space reduction technique is lossless if it does not prune
any correct protocols. A quasi-lossless reduction may prune
some decorated protocols, but never prune minimal correct
protocols. A lossy reduction may also lose optimal pro-
tocols. From our experience, the quasi-lossless reductions
are often early-pruning reductions and more aggressive than
lossless reductions, which is very effective in limiting the
search space. ldeally, we would like to use only lossless
and quasi-lossless reductions.

3.2 Reduction Techniques

The reduction techniques consist of simple syntactical
restriction rules and more sophisticated pruning algorithms.
We assume that messages are well-typed. Namely, we
do not consider type flaws. Furthermore, during proto-
col generation process, we do not consider permutations
of message components of a concatenated message. In
other words, two concatenated messages will be considered
equivalent if they only differ in the ordering of their com-
ponents. This highly reduces the protocol space although
it is alossy reduction. In Section 5 we show that this re-
duction does lose the optimal protocol in one of our exper-
iments and we also show our method to fix this problem.
For convenience, we use A to denote the initiator, B for the
responder and S for TTPin the rest of this section.

Syntactical restriction rules

The following is some of the syntactical restriction rules
we use in the protocol generator. We believe most of the
syntactical restriction rules are quasi-lossless although we
do not proveit here.

1. Sending-order restrictions. These rules prevent impos-
sible sending orders, sichas A — B, S — A,S —
B, A — B. Such asending sequence makes no sense,
since S cannot know that A wants to initiate a proto-
col with B. Because the following rules ensure a sane
sending order, it isintuitive to see that these reductions
arelossless.

e A awaysstarts. B and S can only start sending if
they have received a message.

e Each principal must send and receive at least one
message in the protocol.

e No principal sends two messages consecutively
to the same receiver without receiving any mes-
sagein between.

2. Message-level restrictions. Since the following reduc-
tions operate on the message level, they prune mes-
sagesin each round and are therefore early-pruning re-
ductions.

¢ |nany concatenated message, there are no redun-
dant message components, i.e., N4, Na.

e Nolong-terminitial keys are sent in amessage.

¢ Never use nested encryptionswhich use the same
key twice consecutively,i.e. no {{X} k, } k-

e No useless encryptions. For example, don't send
an encrypted message which only contains prin-
cipal names.

3. Protocol-level restrictions. These reductions operate
on the entire protocol and therefore fall into the cate-
gory of late-pruning reductions.

e Check that both parties receive the session key
during the protocol in the case of key agreement.

o Nonce-flow requirementsfor freshness. If aprin-
cipal wants to authenticate another principal or
check the freshness of asession key, it hasto gen-
erate a nonce and receives it back as a different
form.

e The final message in a protocol should not con-
tain any part which the recipient cannot decrypt.

Early-pruning by simple impersonation attack

A good strategy to speed up the APG processis to sub-
ject each protocol to a simple and efficient analysis, which
filters out alarge number of trivially flawed protocols. Pre-
viously, PG uses an impersonation attack to rule out a ma-
jority of protocols failed the authentication property. This
attack testswhether an adversary M, who eavesdropsall the
messages, can generate the same messages as alegal princi-
pal P, inwhich case M canimpersonate P. Inour previous
experiments, PS (Athena) analyzes 10 protocols per second,
but PG can perform a simple impersonation attack to prune
protocolsat 10000 per second. Although this techniquewas
already efficient, it was a late-pruning reduction. Because
of the gigantic protocol space we faced in the new experi-
ments, we improved this reduction to be early-pruning by



using the following observation: a principa can only save
itself from an impersonation attack by sending a message
which its impersonator cannot generate. Therefore, if the
number of principals which can be impersonated is larger
than the number of rounds remaining, we can prune the cur-
rent message. In the case of three-party and four-round au-
thentication protocols, this reduction already starts pruning
messages in the second round, and is therefore much more
efficient than before.

4 Improvements on Athena
4.1 Overview of Athena

Athenais developed by Dawn Song [Son99, SBPO(Q]. It
uses the Srand Space Model (SSM) [THG98] to represent
protocol executions. Athena uses a logic suitable for SSM
to express various security properties, such as authentica-
tion, secrecy, and key agreement. It uses an automatic pro-
cedure for evaluating well-formed formulas in this logic.
If the evaluation procedure terminates, it generates either a
proof or a counterexample, depending on the validity of the
formula

Intuitively, the automatic procedure is an efficient ex-
haustive search for all possible protocol executions that
satisfy certain constraints. Athena uses a special state
structure, semi-bundle, to represent sets of protocol execu-
tions efficiently. When the search procedure terminates, it
reaches a finite set of |eaf-states which correspond to the
possibly infinite set of al protocol executions satisfying
given constraints. Hence, Athena can reason about security
properties of a protocol in an arbitrary configuration and
with unbounded number of concurrent runs by simply ana-
lyzing the finite set of leaf states.

In the rest of this section, we describe some new im-
provements on Athena which enables it to analyze thou-
sands of the synthesized protocols.

4.2 New Pruning-theorems

Athena exploits several state space reduction techniques
to reduce the state space that needs to be explored. Be-
sides backward search and symbolic representation with
SSM, it also has the advantage that it can systematically
incorporate results from theorem proving through pruning-
theorems. Pruning-theorems are statements about whether
a state is a contradictory state. A state is a contradicotory
state if no bundle can contain it, and hence, can be pruned
from the search tree immediately. Pruning-theorems can be
either specific to a particular protocol, or general theorems
that are not restricted to any concrete example. In the latter
case they can be proven once and for al and included in the
core of thetool.

In [GTOQ], Guttman and Thayer introduce the notion of
transforming / transformed edges and the theorems of au-
thentication tests. The authentication theorems are effective
as pruning-theorems to reduce the state space, athough it
has the limitation that it cannot allow certain terms to be
encrypted (more specifically, the second clause of defini-
tion 4.2). In our experience of APG for three-party key
agreement protocols, most of the generated protocols vio-
late this condition. Hence, we extend the concept of au-
thentication tests and prove some new theorems without the
original limitation. These theorems play an important role
in speeding up the analysis of the large number of the syn-
thetic three-party key agreement protocols. We describe the
new pruning-theoremsin the following. Please refer to Ap-
pendix A for more details on SSM and Appendix C for the
proofs of the new theorems.

Definition 4.1. Theedgen; =+ n» isatransformed edge
for a € A if ny ispositive, no is negative, a C term(ny),
and thereis a new component ¢, of n, suchthat a C t».

Symmetrically, n; =71 n» is a transforming edge for
a € Aifn; isnegative, n, is positive, a C term(n,), and
there is a new component ¢5 of ny such that a C 3. (As
Definition 2.4in [GT00]).

Definition 4.2. ¢t = {|h|} k is a test component for a in n
if:

1. a C tandtisacomponent of n;

2. If t isa proper subterm of a component of ', then n’
isnot regular, for everyn' € X.

As Definition 2.5in [GT00].

Definition 4.3. We define arelationship a < x m, iff. a is
an atomic message, andm = {t} i, wherea isa component
of t.

Proposition 4.1. Every non-empty subset of the nodesin a
bundle C has <¢-minimal members. (As Proposition A.6
in[GTO00].)

Lemma 4.2. Let C' beanormal bundlewithn =+ n'inC.
If @ uniquely originates fromn, and in term(n), a is only
insubtermt; C nanda <k t1,anda C n',t; Z n'.
Then there exists a transforming edge m =+ m' for a and
t; T m, and thereisa new subtermt¢, = m/,a C ¢ and
t 7 t.

Moreover, if K—! ¢ P, then there exists a transforming
edge as described above which lies on a regular strand.

The proof sketchisin Appendix C.

Lemma4.3. Let C be a bundlewithn =+ n’ € C. Ifa
uniquely originatesfromn, and in term(n'), a <k ¢, and
t1 C n/,t1 Z n. Then there exists a transforming edge
m =T m', wheret; Cm/,t; . m,a C m.



Moreover, if K ¢ P, then there exists a transforming
edge as described above which lies on a regular strand.

The proof sketchisin Appendix C.

Lemma 4.4. Let C beabundlewith a negativenoden € C.
Ifin term(n), a <k ty andty, C n, K ¢ P. Then there
exists a positiveregular nodem € C, wheret; C m.

The proof is similar to the previous.

4.3 Probabilistic methods for picking goal order-
ings

In Athena, the search procedure is based on goals and
goal-bindings. Intuitively, goals are the received messages.
For any goal, there hasto be a sender who sendsthe goal the
first time. Goal-binding is to bind to the goal to its earliest
sender. If astate contains a goal which cannot be bound, the
state is a contradictory state and is pruned from the search.
Otherwise, after the goal-binding of a goal, a set of next-
stateswill be generated. Every state has a set of goals. The-
oretically, the search procedure can choose the goals with
any arbitrary ordering. An optimized ordering, however,
would lead to a much smaller state space because it can
prune many contradictory states at an early stage, while a
poor goal ordering can result in a very large state space or
even non-termination. Athena has some built-in heuristics
on how to choose the goal orderings. For example, mes-
sages which are encrypted with a secret key have a higher
ranking than others. These heuristics work well in general.
But inthe process of checking the synthesized protocols, the
heuristics can perform poorly on some uncommon cases. In
order to prevent the worst-case performance on the heuris-
tics, we apply probabilistic methods for picking the goal
orderings. Basically, the search procedure uses the ranking
from the heuristics to assign the probability of picking each
god in astate. This alleviates the worst-case performance
on the heurigtics. It is worth to point out that probabilistic
methods are used in artificia intelligence for searching of
plans, but seldom used in theorem proving for searching of
proofs.

5 Automatic generation of protocols for two-
party authentication and key agreement
with TTP using symmetric keys

In this section, we first introduce how to specify secu-
rity properties in Athena. Then we describe our results in
automatic generation of protocolsfor two-party authentica-
tion with TTP. Finally we show our findings in automatic
generation of protocolsfor two-party authentication and key
agreement with TTP,

For convenience, we use A to represent an arbitrary le-
gitimateinitiator, B for an arbitrary legitimate responder, S
for the legitimate TTR, I for the intruder, NV, for the nonce
generated by A, N, for the nonce generated by B, K 45
for the symmetric key between A and S, K g for the sym-
metric key between B and S, and K ,;, for the session key
generated by S. The experiments are done on a Pentium |11
PC with 256M of memory. All the experiments have the
same metric functions: al the atomic operations have the
same unit cost. Figure 4 shows the GUI of APG weused in
the experiments.

5.1 Specification of security properties

Athenauses alogic on strand space model to specify se-
curity properties. It contains nodes, strands and bundles
as literals, noted as n, s, ¢ respectively, and atomic propo-
sition s € ¢. Well-formed formulae (wffs) are composed
from atomic propositional formulae with the usual connec-
tives and quantifiers over the bundle variables. Please refer
to Appendix B for more details.

We use the notation Resp (%) to represent the responder
strand with the parameter list Z, and Init(Z) to represent the
initiator strand in the paper. For example, the formula

VC.Resp[A,B,S,N,, Ny, Kyl € C =
Init[A,B,S,N,, Ny, Kop) € C
means that for any bundle C, if strand Resp with the

binding A, B, S, N, Ny, K4 isin C, then the strand Init
with the same binding must also bein C.

5.2 Authentication with TTP using symmetric
keys

The specification of the authentication properties are as
follows:

If A completesthe protocol run with B in asession with
N, and Ny, then there must be a unique responder protocol
run with the same binding of parameters. The same holds
for B aso.

1.
VC.Init[A,B,S, Ny, Ny € C =
Resp[A, B, S,N,, Ny) € C

The uniqueness of the protocol run of B isachieved by
the freshness of IV, generated in the protocol run.

VC.Resp[A,B,S,No, Ny) € C =
Init[A, B, S,N,, Ny,] € C

The uniqueness of the protocol run of A isachieved by
the freshness of IV, generated in the protocol run.
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Figure 4. APG GUI

After analyzing 140, 275 protocols, the protocol genera
tor output 473 candidate protocols. Using less than 10 min-
utes, Athenafound two optimal protocoals:

A— B:Ny,A
1 B‘>55{NA,NB,A}KBS,B
) S—)AZ{NA,NB,A,B}KAS
A— B: Np

A— B:Njy,A
2 B—)S:{NA,NB,A,B}KBS,B
) S‘)A:{NA,NB,B}KAS
A—)BZNB

Interestingly, APG missed the following real optimal proto-
col:

A— B:Nyg,A

B— S:{A,No,Np}rys,B

S —A: {NA;NB;B}KAS

A— B:Np

The reason is because APG ignores the permutation of

componentsin a concatenated message. So APG generated
thefollowing protocol instead and Athenapruned it because
itisflawed.

A— B:Ny,A

B—S: {NA;NB;A}KBS;B

S— A:{Na,Ng,B}r,

A— B: NB

Obviously, the reduction on ignoring the permutation of

componentsin a concatenated message is alossy reduction.
But it is such a powerful reduction that we cannot remove
it. Hence, we add a new rule to APG to solve this problem.
Basically, the protocol generator would detect when the pro-
tocol contains two messages with the same format. When

this occurs, the protocol generator will change the order of
the concatenated componentsin one of the two messages to
make it a different format and output a new protocol. After
thisfix, APG was ableto find the real optimal protocol.

5.3 Authentication and key agreement with TTP
using symmetric keys

The security properties for key agreement is much more
complex, including key freshness, key confirmation and key
secrecy. Wefirst give acompletelist of the specifications of
different security properties. We then describe the optimal
protocols found by APG with different sets of desired secu-
rity properties.

Our list of formal specifications of the security properties
are more complete than the onesin [SM95]. For example,
we distinguish between weak key freshness and strong key
freshness, while [SM95] does not consider the strong key
freshness. In fact, the Yahalom protocol [CJ97] has been
proven to have key freshness property by [DNL99]. But
actually Athenaproved that Yahalom only hasthe weak key
freshness, not the strong key freshness property.

5.3.1 Specification of security properties

1. Authentication between the initiator and the responder

If A completes the protocol run with B in a session
with IV, and IV, then there must be aunique responder
protocol run with the same binding of parameters. The



same holds for B aso.

VC.Init[A, B, S, Ny, Ny, x| € C =
Resp[A,B,S, Ny, Ny, ] € C

The uniqueness of the protocol run of B is achieved by
the freshness of IV, generated in the protocol run.

VC.Resp|A,B,S, Ny, Np, %] € C =
Init[A, B, S, Ny, Ny, %] € C

The uniqueness of the protocol run of A isachieved by
the freshness of IV, generated in the protocol run.

. Wesk key freshness with server authentication

If A completesaprotocol run and accepts asession key
K, inasession with B and nonce NV, then there must
be a unique protocol run of server S with K ,; for the
session between A and B with nonce N,. The same
holdsfor B aso.

VC.Init[A, B, S, Ny, *, K] € C =
Srv[A, B, S, Ny, *x, Kq) €

VC.Resp[A, B, S, %, Ny, K] €C =
ab] €

[
Sru[A, B, S, %, Ny, K,

The uniqueness of the protocol run of S is achieved by
the freshness of K, generated in the protocol run.

. Strong key freshness with server authentication

If A completes a protocol run and accepts a session
key K, inasession with I and nonce N, then there
must be a unique protocol run of server S with K, for
the session between A and I with nonce V,. The same
holdsfor B aso.

VC.Init[A, I, S, No, *, Kap] € C ==
Sru[A,I,S, Na,*, Kap] €

VC.Resp[I,B,S,*, Ny, Kyl € C =
[ ab] €

Srv[l, B, S, *, Ny, K,

The uniqueness of the protocol run of S is achieved by
the freshness of K, generated in the protocol run.

This property is stronger than the weak key freshness
property, becausein this property even when A (or B)
is having a session with I, I cannot trick A (or B) to
accept a key that is not freshly generated by S for the
session.

4. Weak key confirmation between the initiator and the

responder

If A completesthe protocol run and acceptsthe session
key K., with B in asession with V,, then there must

be a responder protocol run with the same binding of
parameters. The same holdsfor B also.

VC.Init[A, B, S, Ny, *, K] € C =
Resp[A, B, S, Ny, x, K| €

VC.Resp[A,B,S,*, Ny, Koyl € C =
ab] €

[
Init[A, B, S, %, Ny, K,

5. Strong key confirmation between the initiator and the
responder

If A completesthe protocol run and acceptsthe session
key K,, with B in a session with N, N,, then there
must be a unique responder protocol run with the same
binding of parameters. The same holdsfor B also.

VO.Init[A, B, S, Nu, Ny, K.
Resp[Aa B7 S; Na; Nba

ab] cC =
Kab]EC

The uniqueness of the protocol run of B is achieved by
the freshness of IV, generated in the protocol run.

VC.Resp[A, B, S, N,, Ny, K.
Init[A, B, S, N,, Ny,

ab] e =
Kab]EC

The uniqueness of the protocol run of A is achieved by
the freshness of IV, generated in the protocol run.

6. Key secrecy
If A completesthe protocol run and acceptsthe session

key K., with B, then the intruder cannot learn K ;.
The same holds for B also.

VC.Init[A, B, S, Ng, Ny, Kop) € C = = F[Ky,) € C

VC.Resp[A, B, S, No, Ny, Kop] € C = —F[Ky) € C

where F[K,;] is an attacker strand with K, as its
term, meaning that the attacker can get K, in clear-
text.

5.3.2 New protocols

We did experiments using APG to find optimal protocols
which satisfy three different sets of the security properties
as shown in Table 1. The protocol generator output more
than 11,000 candidate protocols. Athena took less than
two hours to analyze them. We list our findings as follows.
Property-set 1 isthe strongest among the three. Protocol-set
S1 has a higher cost than S2 and S3 while S2 and S3 have
the same costs. Interestingly, Yahalom protocol, shown in
Figure 5, has the same costs as protocol-set S1 but only
achieves the same security properties as protocol-set S2. In
fact, the Yahalom protocol was generated by the protocol
generator but Athenafound a counterexample of the strong



Yahalom : A— B:Njg, A
B—S: {NA,NB,A}KBS,B
S — A: {SKAByA}KBsa{SKABaNAyNByB}KAS

A— B: {SKAByA}KBsa{NB}SKAB

Figure 5. Yahalom Protocol [CJ97]

key freshness property in Yahalom. The counterexample
simply showsthat if B isaresponder in aprotocol run with
theintruder I astheinitiator, I can easily make B to accept
an old key as the “fresh “ session key generated by S. In
some applications, if the session key is also used for some
other purposes, e.g. the hash of the session key is used as
a transaction 1D (of course, such a usage of session keys
might not be recommended at the first place), the strong
key freshness could be important.

e Protocol-Set S1 satisfies the first set of the security

properties:
A— B:Ny,A
1. B*)S:{NA,NB,A}KBS,B

S — A:{SKaB,NB}Kps,{SKaB,Na, N, B}k,
A—= B:{SKAB,NB}Kkygs {NB}sk .z
A— B:Ny,A

2 B—)SZ{NA,NB,A}KBS,B
© S— A:{SKaB,NB}Kkgs,{SKaB,Na,NB,B}i ¢

A—= B:{SKAB,NB}kys  {{SKaAB,NB}Kys}SKap

Note that APG considers the two protocols have the
same cost because in the last message in the second
protocol, {SK ap, Np} k. iSjust abit string that A
received from S and thereforeit is equival ent cost-wise
with N in the last message of the first protocol from
A’s point of view.

e Protocol-Set S2 satisfies the second set of the security
properties:

A— B:Ny,A

1. B*)S:{NA,NB,A}KBS,B
S — A: {SKAB}KBS,{SI{AB,NA,NB,B}KAS
A— B:{Np}sk,p5,{SKaB}Kps

A— B:Ny,A

2. B*)S:{NA,NB,A}KBS,B
S — A: {SKAB,NA,NB,B,{SI{AB}KBS}KAS
A— B: {NB}SKAB:{SKAB}KBS

e Protocol-Set S3 satisfies the third set of the security
properties:
A— B: NA,A
B—S: {NA;NB;A}KBS;B
S — A:{SKaB,NB}Kps,{SKaB,Na,NB, B},
A— B: NB;{SI{AByNB}KBS

6 Conclusion

As the protocol complexity increases, the protocol space
grows exponentialy. To analyze complex authentication
and key-agreement protocols with three parties and four
rounds, we needed to add aggressive state reduction tech-
niques to the protocol generator. The increased number of
protocols also put a heavy burden on Athena, our proto-
col screener. We also extended Athena with new pruning
theorems and a probabilistic method to pick goal orderings
which improves the overall efficiency and worst-case per-
formance of Athena.

Itisclear that the task of APG isincreasingly difficult as
we attack more complex protocols. Thereward, however, is
to find novel and highly efficient protocols with new prop-
erties. Especialy in the second experiment we did, APG
found different optimal protocols for three different sets of
security properties. The difference in these protocols are
so subtle that it is difficult for a person to invent them for
each different security property. This nicely illustrates the
necessity and usefulness of APG.

Acknowledgements

We would like to thank Joshua Guttman and Javier
Thayer for introducing the authentication test theorems to
us. We would also like to thank Doug Tygar and George
Neculafor his encouragement and advice on this work.

References

[CGP99] Edmund Clarke, Orna Grumberg, and Doron
Peled. Model Checking. MIT Press, 1999.

[CO7] J Clak and J
of authentication

Jacob.
protocol

A survey
literature.

http://mwww.cs.york.ac.uk/"jac/papers/drareview.ps.gz,

1997. Version 1.0.

[DNL99] Ben Donovan, Paul Norris, and Gavin Lowe.
Analyzing a library of security protocols using
casper and fdr. In Workshop on Formal Methods
and Security Protocols, 1999.

[DY89] D. Dolev and A. Yan. On the security of public
key protocols. | EEE Transactions on Information

Theory, 29(2):198-208, March 1989.

[GTOO] Joshua D. Guttman and F. Javier Thayer. Au-
thentication tests. In To appear in Security and

Privacy Symposium’ 00, 2000.

[Low96] G. Lowe. Breaking and fixing the Needham-

Schroeder public-key protocol using FDR. In



[Low97]

[Meags]

[NST78]

[PSO0]

[RNOS]

[SBPOO]

[SM95]

[Son9g]

AaithB | BauthA | Weak key | Strong key | Weak key conf (A | Key secrecy Optimal pro-
freshness freshness to B) tocols
(A&B) (A&B)
1 X X X X X X S1
2 X X X X X S2
3 | X X X X X S3

Table 1. Three sets of security properties

Tools and Algorithms for the Construction and
Analysis of Systems, volume 1055 of Lecture
Notes in Computer Science, pages 147-166.
Springer-Verlag, 1996.

G. Lowe. A hierarchy of authentication specifi-
cations. In Proceedings of the 1997 |IEEE Com-
puter Society Symposiumon Researchin Security
and Privacy, pages 3143, 1997.

C. Meadows. Forma verification of crypto-
graphic protocols: A survey. In Advances in
Cryptology - Asiacrypt '94, volume 917 of Lec-
ture Notes in Computer Science, pages 133-150.
Springer-Verlag, 1995.

R. Needhamand M. Schroeder. Using encryption
for authentication in large networks of comput-
ers. Communications of the ACM, 21(12):993—
999, 1978.

Adrian Perrig and Dawn Song. A first step to-
wards the automatic generation of security proto-
cols. In Network and Distributed System Security
Symposium, February 2000.

Stuart Russell and Peter Norvig. Artificial Intelli-
gence: A Modern Approach. Prentice Hall Series
in Artificial Intelligence, 1995.

Dawn Song, Sergey Berezin, and Adrian Perrig.
Athena, a new efficient automatic checker for se-
curity protocols. Submitted to Journal of Com-
puter Security, 2000.

Paul Syverson and Catherine Meadows. For-
mal requirements for key distribution protocols.
In Advances in Cryptology — EUROCRYPT ' 94,
Lecture Notesin Computer Science, volume 950,
1995.

Dawn Song. Athena: An automatic checker for
security protocol analysis. In Proceedings of the
12th Computer Science Foundation Workshop,
1999.

10

[THG98] FJavier Thayer, Jonathan C. Herzog, and
Joshua D. Guttman. Strand spaces. Why is a se-
curity protocol correct? In Proceedings of 1998
|EEE Symposiumon Security and Privacy, 1998.

T.Y.C.Woo and S. S. Lam. A semantic model
for authentication protocols. In Proceedings of
the IEEE Symposium on Research in Security
and Privacy, 1993.

[WLO3]

A The strand space model

Actions. The set of actions Act that principals can take
during an execution of a protocol include external actions
such as send and receive, and user-defined internal actions
such as dehit, credit, etc.. In the rest of the paper, we will
only use send and receive for simplicity.

Events. An event is apair (action, argu), where action
isin Act, and arguisin (A) and is the argument of the ac-
tion. For simplicity, we denote (send, a) and (receive, a)
respectively as signed terms (+a) and(—a). We represent
the set of finite sequences of signedtermsas (+A4)*.

Strands and Strand Spaces. A protocol defines the se-
quence of events for each role of the participant. A strand
represents a sequence of actions of an instance of arole.

A strand space is a set X with atrace mapping tr; ¥ —
(£A)*.

1. A nodeis apair (s,i), with s € ¥ and i an integer
satisfying 1 < i < length(tr(s)). Wesay n = (s, i)
belongs to the strand s, denoted as n € s. Clearly,
every node bel ongsto auniquestrand. The set of nodes
isdenoted by V.

2. If n = (s,i) € N,thenindex(n) = i and strand(n) =
s. If (tr(s)); = (oa), where o is one of the symbols
+, —, thenterm(n) = a.

3. If ny1,ne € N, thenn; — ne meansthat term(ny) =
+a and term(ny) = —a. Thisrepresentsthat n; sends
amessage a and n receives the message.

4. If ny,ne € N, thenn; = n, meansthat nq, n, occur
in the same strand with index(n2) = index(n) + 1.
This represents an event n; followed immediately by
ny in the same strand.



5. Atermtoriginatesfromanoden € N iff sign(n) = +;
t C term(n); and whenever n’ precedes n on the same
strand, t IZ term(n/).

6. A term t uniquely-originates from node n iff t origi-
nates on aunique n € N. Nonces and other freshly
generated terms are usually uniquely-originated.

We will also use N to refer to the directed graph (N, E)
whose verticesarenodesand E = (— U =) isthe set of
edges that combines both types of relationsn; — ns and
ny = na.

Bundles. A bundlerepresentsthe protocol execution un-
der some configuration.

A bundleC' = (N¢, E) isasubgraph of N, where E C
(= U =) isthe set of the edges and N C N isthe set
of nodes incident with the edges in E, and the following
properties hold:

C isnon-empty and finite;

Ifn, € C andsign(n;) = —, thenthereisauniquens
suchthat ny, — ny € C;

If n, € C andny = nq, thenny, = ny € C;

Cisacyclic.

Wesay astrand s € C if for every noden € s, n € C.
Causal Precedence. Let S be a strand space, nodes
ni,ne € S. Definen; <g no iff thereis a sequence of zero
or more edges of type — and = leadingfromn; ton, in S
Therelation < g expresses a causal precedence.

Lemma A.1. Suppose C is a bundle, then < is a partial
order, i.e. areflexive, antisymmetric, transitiverelation. Ev-
ery non-empty subset of the nodes in C' has < -minimal
members.

The proof of thislemma can be found in [THG98].
B The logic

B.1 Syntax

The syntax of terms consists of strand constants
(s, s1,...)andbundlevariables(C, .. .). A strand constant
may represent a partial strand, and in particular, a single
node can be considered as a strand constant.

Propositional formulas are defined as follows:

e s € Cisan (atomic) propositional formulg;

e —f; and f; A f, are propositional formulas if f; and
f2 are propositional formulas.

Finally, well-formed formulas (wffs) are:
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o f,—F1,F1 N\ Fy;

e VC. f, where f is a propositional formula, which
doesn’t contain any other variable than C.

Here f isapropositional formula, F;, and F; are wffs, and
C isabundlevariable.

Notice, that in awff VC. f, the formula f needs to be
propositional, and cannot contain any other variables than
C. In addition, we alow only negative occurrences of
atomic formulasin f that reference penetrator strands. An
occurrence of an atomic formula¢ in f iscaled negativeif
¢ appears under the scope of odd number of negations. We
also use the obvious abbreviations:

LV = a(=fiAafa)
h= f = =fivf
h = fo = (i = )N = f)
ac.f = VC.~f

B.2 Semantics

Let the set of nodes be N. For a given protocol p, de-
fine the set of al strandsfor this protocol (both regular and
penetrator ones) as X,; its execution traces form a set of
bundles D,,. A model A, for a given protocol p is a tu-
ple M, = (N, ¥,, Dy, Z), where 7 is the interpreta-
tion of strand constants and bundle variables. We write
M' = M[Z(C) < ¢] for some bundle ¢ to denote a new
model M which isidentical to M except that Z'(C) = c.
The semantics of formulasin our logic is the following:

e I(s) € ¥, and Z(C) € D, areastrand and a bundle
respectively, that are assigned to the constant s and the
variable C' by the interpretation Z.

e M =seCiff Z(s) € Z(C).

e If fisapropositional formulaor awff, then M = —f
iff M [~ f.

e If f1 and f» are propositiona formulas or wffs, then

o M =VC.fiff Vee D,. MIZ(C) + ] = f.
B.3 Specify security properties in the logic

Our logic can express a variety of security properties,
including ones for authentication, secrecy, and electronic
commerce. In this paper we mainly focus on the authenti-
cation and secrecy. We use similar ways for representing
security properties as in [THG98], however, we formulate
them using well-formed formulasin our logic.



Authentication.

Gavin Lowe [Low97] proposed agreement properties for
authentication protocols. A protocol guarantees an agree-
ment property for a participant B (e.g. acting as a respon-
der) for a certain vector of parameters Z, if each time the
principal B completes arun of the protocol as a responder
using Z, supposedly with A, then there is a unique run of
the protocol with the principal A initiating a session with
the same parameters #, supposedly with B.

A weaker non-injective agreement does not ensure
uniqueness, but requires only that each time a principal B
completes a run of the protocol as responder using &, sup-
posedly with A, then thereis arun of the protocol with the
principal A astheinitiator using Z, supposedly with B.

The non-injective agreement property can be specifiedin
our logic as:

VC.Resp(Z) € C = Init(Z) € C,

where Resp (&) and Init(Z) are the responder and the ini-
tiator strands instantiated with parameters Z. For example,
in the NSL protocol, the non-injective agreement property
can be specified as

VC. Resp[A, B,N,, Ny| € C = Init[A,B,N,,Ny] € C.

Here ¥ = [A, B, N,, N;]. Because of the freshness of the
nonces generated in the protocol run, usualy the agree-
ment property can be proven after the non-injective agree-
ment property is proven, with the argument that there can-
not be two strands Init(Z) € C since the noncesin Init(Z)
are uniquely originated from only one strand. Namely, in
the NSL protocol N, is uniquely-originated in the strand
Init[A, B, Ny, Ny].

Secrecy.

A valuew is secret in astrand set W if for every bundle C
that contains WV there is no way for the intruder to receive
v in cleartext; that is, the strand F[v] does not appesar in any
C:

YC.WCC = —-Fv] e C.

For example, when W contains only a single responder
strand Resp(F), we can specify the secrecy property as:

VC. {Resp(Z)} CC = —F[v] € C.
C Proofs of Pruning Theorems

Lemma C.1. Let C be anormal bundle withn =% n'in
C. If a uniquely originates from n, and in term(n), a is
onlyinsubterm¢; Cnanda <k t1,anda C n',t1 Z n'.
Then there exists a transforming edge m =+ m' for a and
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t; T m, and thereisa new subtermt¢, = m/,a C ¢ and
t1 £ to.

Moreover, if K—1 ¢ P, then there exists a transforming
edge as described above which lies on a regular strand.

Proof sketch. Consider the set of nodes @ in C as the set
of nodes satisfying the following property: for each node
n; € ®,a C ny,t1  n;. Becausen' € &, ® isnot empty.
By Proposition 4.1, there is at least a <-minima member,
denoted as ny. Becausen € ®,n # nyp.

Because a uniquely originates from n, there must exist
anedgeny =1 nginC anda C ng. Thus, n, ¢ ®. There-
fore, ¢, C ny. By definitions, n{, = n, isatransforming
edgefor a.

Now we need to provethat if K —! ¢ P, thenn{, =T ng
lies on aregular strand.

Suppose otherwise: Then nj, =+ ny lies either on a D-
or and E-strand. First, suppose nj, =+ ny lies on a D-
strand, then the key edge of this D-strand cannot be K —!
because we have assumed that K~ ¢ P. Suppose n{, =
{|h|}k, K' # K~'. Sot; C h, which contradicts that
t1 Z no- Songy =1 ng cannot lie on a D-strand.

Second, supposethat nf, = ng lieson an E-strand, then
no = {|W|} k. Sot: Z k', which contradictsthat t1 C ny,.
So nf, = no cannot lie on an E-strand. strand.

Hence, n{, = ny lies on aregular strand. O
Lemma C.2. Let C be a bundle withn =+ n' € C. If
a uniquely originates fromn, and in term(n'), a <k t
andt; C n',#; Z n. Then there exists a transforming edge
m =T m', wheret; Cm/,t;  m,a C m.

Moreover, if K ¢ P, then there exists a transforming
edge as described above which lies on a regular strand.

Proof sketch. Define the set of nodes @ in C as the set of
nodes containing ¢; as a subterm: for each node n; €
® ¢, C n;. Becausen’ € ®, ® isnot empty. By Propo-
sition 4.1, thereis at least a <-minimal member, denoted as
ng. Becausen &€ ®,n # nyg.

Because a uniquely originates from n, there must exist
anedgeny =1 nginC anda C n|. Because n, ¢ @,
t1 IZ n{. By definitions, nj, =7 ng isatransforming edge
for a.

Now we need to prove that if K ¢ P, thenn{, = ng
lies on aregular strand.

Suppose otherwise: Then nj, =* ny lies either on a D-
or and E-strand. First, suppose nj, =+ ng lies on a D-
strand, then nj, = {|h|}k+. SO t; C h, which contradicts
that ¢, IZ n{. Son{y, =1 ny cannot lie on a D-strand.

Second, supposethat nj, =* ng lieson an E-strand, then
no = {|#'|}x, K" # K. Sot; C k', which contradicts
that ¢, IZ n{. Sony =1 ng cannot lie on an E-strand.

Hence, n{, = nyo lies on aregular strand. O



D Estimate of the size of the protocol space

This estimate is based on the average number of mes-
sages that a principal can generate in a given round of the
protocol. We observed that in a four-round three-party au-
thentication and key agreement protocol (both A and B
share a secret key with S), A generates over 100 different
messages to B, which in turn generates 500 distinct mes-
sages on average and forwards them to S. Since S has two
encryption keys, the number of messages it can generate
is much higher and the average is 30000. In the final round
both A and B can generate around 500 messages. The prod-
uct of these average number of messages is on the order of
10'2. We validated this estimate with a different message
flow (ie. A - S - B — A) and we reached the same
conclusion. We would like to point out that we made these
measurements during a protocol generation run which we
used to generate the candidate protocols for our study. The
maximum protocol cost was limited to 19 and the message
depth was limited to 4. The above estimate therefore ap-
proximates the size of the searched space.
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