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Abstract—In just a few decades, the Internet has evolved
from a research prototype to a cyber-physical infrastructure
of critical importance for modern society and the global econ-
omy. Surprisingly, despite its new role, the survivability of the
Internet—its ability to fulfill its mission in the presence of
large-scale failures—has received limited attention. We introduce
Domino, our initial design and implementation of a testbench tool
for stress testing the Internet’s routing system, a key element
of the critical Internet infrastructure. The simulation-based
testbench consists of a comprehensive and flexible framework
that allows for the incorporation of diverse survivability metrics,
provides a platform for specifying, evaluating, and comparing
different topologies of the underlying Internet infrastructure,
and can account for modifications to networking protocols and
architectural components. By demonstrating the utility of the
proposed testbench with a number of illustrative examples, we
make a case for stress testing as a viable approach to evaluating
the Internet’s survivability in the face of evolving challenges.

Index Terms—Internet Survivability, Large-Scale Failures,
Survivability Testbench, Inter-domain Routing

I. INTRODUCTION

In a few decades, the Internet has transformed from a
research prototype into a critical infrastructure that underpins
modern society and the economy [1]–[3]. This development
has been largely organic, driven by continuous expansion in
physical networks, a diverse range of stakeholders, and the
steady introduction of new applications and services. Other
critical infrastructures—including transportation, banking, and
water and wastewater management—now rely on the Internet
to function effectively. As our awareness of the consequences
of disconnection grows, particularly for extended periods, we
also recognize vulnerabilities in the network that may not have
been foreseen during its early years.

Although the Internet has generally shown resilience over
the years, its designation as critical infrastructure prompts
the question: is it able to fulfill this role? Specifically, can
it endure catastrophic events like large-scale earthquakes or
prolonged power outages, withstand cyber attacks orchestrated
by nation-states targeting its critical infrastructure systems, and
navigate extreme space weather phenomena such as Coronal
Mass Ejection (CME) events [4]?

During crisis situations, the Internet becomes even more
essential, acting as a key facilitator for effective crisis man-
agement. It serves as a lifeline for efficient communication
and coordination among first responders and facilitates the
timely dissemination of critical information, from providing

individuals with life-saving updates to weather forecasts and
evacuation routes.

Internet resilience involves multiple layers. One key aspect
is physical layer diversity, which provides redundant connec-
tivity to help withstand failures. However, this redundancy
is only effective if routing protocols can detect and use the
available paths. Inter-domain and intra-domain routing proto-
cols are expected to maintain connectivity by identifying and
utilizing functioning routes, even when parts of the network
are disrupted.

While we are interested in stress testing Internet critical
infrastructure in general, our focus in this paper is on inter-
domain routing, particularly the Border Gateway Protocol
(BGP), because of its crucial role in maintaining global
connectivity.

In this paper, we present our testbench tool Domino for
evaluating inter-domain networking survivability. Specifically,
our work makes the following main contributions:

• We present the capabilities of Domino, a
simulation/emulation-based testbench that enables
comparisons between different topologies, architectures,
configurations, and BGP modifications by stress testing
the inter-domain routing system. Beyond including
diverse input environments and settings, a key novelty
of Domino is an algorithm that estimates disconnection
time for each router-prefix pair using only BGP update
messages—independent of data-plane protocols and
transparent to underlying transport behavior.

• We demonstrate the capabilities of Domino with illustra-
tive examples that employ different router topologies and
mimic various failure scenarios and their dynamics. We
report on observed trends that are revealed by our stress
tests and quantified by a selection of metrics.

• We make Domino available to the research community;
the testbench is built with an extensible plug-and-play
design that invites third parties to use their own simula-
tion/emulation engines, consider survivability metrics of
their own choosing, and leverage their preferred router
topologies to perform comparative evaluation studies of
the inter-domain routing system. In this sense, it can also
serve as a basis for stress testing other critical Internet
infrastructures such as DNS or CAs.

Ethical Considerations: This work does not raise any ethical
issues.



II. MOTIVATION AND BACKGROUND

To motivate our work, we examine the type and dynamics
of the failure scenarios on which the Internet has built its
survivability reputation and also review the existing literature
on mathematical network robustness studies based on abstract
network-as-a-graph models.

A. Inter-Domain Routing

Inter-domain routing (BGP as default) plays a critical role
in maintaining Internet connectivity and enabling recovery
from failures. However, BGP has well-known limitations in
resilience, and many works have proposed enhancements
through protocol changes or configuration adjustments [5]–
[7]. Despite these efforts, there is a lack of comprehensive
tools to evaluate how changes to the logical topology of BGP
sessions, protocol behaviors, and configuration defaults affect
network resilience under diverse failure scenarios, operational
scales, and dynamic conditions.

To measure and improve inter-domain routing, evaluation
should focus on forwarding tables rather than the data plane,
which involves factors like congestion control and transport
behavior. There already exist several simulators and emulators
that can capture BGP network dynamics and produce BGP
update messages as output [8]–[12]. However, a survivability
measurement tool must provide the simulator with realistic
network state and failure scenarios, and process the resulting
update messages to enable meaningful analysis of routing
survivability.

B. Failure Scenario

While simulating a link failure is straightforward in most
network simulators, meaningful impact assessment requires
more than just matching the failure size—it also demands
applying consistent temporal, geographical, or topological pat-
terns. For instance, showing that a BGP modification improves
resilience to random failures does not imply it will perform
similarly under cascaded or correlated failure scenarios.

BGP-related failures extend beyond link/router failures and
include complex events such as BGP hijacking and route leaks.
However, our focus in this paper is on measuring the impact
of structural/temporal failure types.

Event Scale Duration
(date) (# of prefixes) (hours)
Code Red II (8/2001) [13] NA 102

9/11 (9/2001) [14] 103 101

Northeast US blackout (8/2003) [15] 103 101

Italian blackout (9/2003) [15] 102 101

Hurricane Katrina (8/2005) [16] 102 102

Taiwan earthquake (12/2006) [17] 103 101

Egyptian Internet Shutdown (1/2011) [18] 103 102

Japan earthquake (4/2011) [19] 102 101

Hurricane Sandy (10/2012) [20] 103 101

War in Ukraine (2022) [21] NA 104

Hurricane Ian (9/2022) [22] NA 102

Table I: A subset of past events impacting the Internet.

C. Beyond Localized Failures

Over time, the Internet has faced multiple tests of its
resilience, ranging from natural disasters like earthquakes,
wildfires, and hurricanes to cyber-attacks initiated by indi-
viduals or organized entities, including nation-states. Table I
lists a sampling of such reported incidents and shows that
most of the listed incidents have been highly localized in both
geographical space and duration, typically affecting only a
small number of prefixes, mostly within the affected region.

As the Internet and its operating landscape continually
evolve, it is crucial not only to consider past failure scenarios
but also to anticipate new events. The changing physical
environment of the Internet, such as climate change, and
shifts in its operational dynamics, like the emergence of
smart grids as power sources, suggest that these events may
occur at unprecedented geographic scales, persist for extended
durations, or present entirely novel disaster scenarios. For
instance, the growing interdependence between the Internet
and power grids [23]–[25], especially with the transition to
future smart grids from the current highly centralized designs,
introduces new possibilities but also brings forth novel and
unknown vulnerabilities, necessitating careful attention.

Additional concerns stem from the ongoing evolution of
the Internet, driven by economic, political, or societal factors.
Examples encompass challenges arising from trends towards
consolidation [26], an expanding digital divide, the rise of
closed ecosystems (e.g., walled gardens operated by major
cloud providers), and heightened risks of balkanization (e.g,
censorship and the establishment of digital borders).

Existing studies on the survivability of the Internet often
overlook extreme events—termed as low-probability and high-
impact—that intermittently capture public attention. While
absent from conventional research, these catastrophic events,
including massive Coronal Mass Ejections (CME) [4], high-
altitude electromagnetic pulse attacks (EMP) [27], and state-
sponsored cyber warfare [28], possess the potential to disrupt
vast areas, ranging from entire nations to continents, for
extended periods, spanning days to weeks or even months. For
instance, a massive CME event could disrupt satellite commu-
nications, parts of the global Internet infrastructure, and critical
power grid functionalities simultaneously, leading to cascading
failures and extensive outages with global repercussions.

Figure 1 provides a contextual overview of historical events,
placing them based on their network impact scale (i.e., the
number of impacted prefixes) and duration. It contrasts these
events with hypothetical instances of new failure scenarios
discussed earlier. The failure scenarios we analyzed in this
work are drawn from the reddish-shaded region in Figure 1.
Given the Internet’s growing significance as the “nervous
system” of modern society and the global economy, the figure
is also a reminder of the urgent need for a more compre-
hensive understanding of its actual robustness in the face of
increasingly complex and severe realistic failure scenarios.
This understanding necessitates the development of new tools
and frameworks.
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Figure 1: Historic events represented by impact (number of affected prefixes)
and duration. Code Red II is not included due to a lack of reliable data

D. Beyond on/off Failure Modes

Previous research on Internet failures and their impact
commonly adopts a binary “on/off” failure mode1, where “off”
indicates a failed network element or part of the network not
functioning at all, and “on” signifies everything working as
intended [5], [30]–[32]. This “failing-off” approach simplifies
mathematical modeling, analysis, and simulation-based studies
of network robustness but captures only one aspect of realistic
failure scenarios, often not the most critical one. In contrast,
a “failing-on” mode, where network elements or parts inter-
mittently work and may function at a diminished capacity
even when operational, introduces a dynamic element into the
behavior of failure scenarios. Despite reflecting reality more
accurately, this mode has been relatively understudied. This
dynamic aspect becomes especially relevant in prolonged and
large-scale events, where understanding changes during fail-
ures, considering external factors or internal effects, becomes
crucial during, rather than just after, the failures occur [33],
[34].

Intermittent network failures can arise in various forms.
During prolonged power outages, colocation facilities and
cell towers with backup systems may may experience fail-on
mode due to to delays in fuel supply or battery replacement.
In emerging massively distributed smart grids, isolated con-
nectivity islands with varying power availability can emerge
unpredictably within affected regions, depending on how smart
grids balance power supply and demand [23], [25]. Similarly,
worm propagation can generate excessive traffic, overloading
routers and causing memory exhaustion, reduced capacity,
or forced reboots, leading to intermittent or complete router
failures [35]–[38].

E. Beyond Abstract Models

Traditional approaches to studying network robustness typ-
ically model networks as abstract graphs, where nodes and
links are systematically removed based on predefined rules to
simulate specific failure scenarios [39]–[44]. While these styl-
ized models can provide valuable insights into abstract notions

1Failure modes refers to the ways in which something might fail [29].
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Figure 2: Topological vs. Protocol view of connectivity: The CDF for AS
pairs disconnection by percentages of random (top) or targeted (bottom) link
failures.

of network vulnerabilities, they lack the means to account for
the complexities inherent in real-world Internet-like networks
as they are subjected to realistic failure scenarios.

A key limitation of abstract graph models for Internet-
like networks is their oversimplification of network dynamics.
By treating networks as static graphs, they overlook the
interaction between physical infrastructure—shaped by tech-
nical and economic factors—and adaptive routing protocols.
These protocols determine how remaining connectivity is used
following failures, guiding traffic flow when links or nodes go
down [45].

To illustrate, Figure 2 shows how focusing only on the
topology graph can be misleading. With 15 Tier 1 and 5 Tier
2 Autonomous Systems (ASes), the cumulative distribution
functions (CDFs) display the number of disconnected AS
pairs (y-axis) under different random and targeted link failure
scenarios (x-axis). The random failure involves the random se-
lection of failing links, whereas the targeted failure entails the
earlier failure of links included in more routes. This simplified
illustration highlights the disparity in AS pair disconnection
between the topology with the inter-domain routing protocol
(BGP) and without it.

Notably, the topology graph without BGP demands a sub-
stantial number of link disruptions to generate any discon-
nected AS pairs. In contrast, its BGP-based counterpart expe-
riences disconnections with significantly fewer failures. This
discrepancy arises because BGP, unlike the topology graph
assumption, does not maintain all available paths between AS
pairs and lacks support for AS-level multi-path routing.

III. TESTING FOR SURVIVABILITY

Before introducing the design of Domino, we provide a
definition of survivability tailored to inter-domain routing
and discuss key features that guide our design, including
survivability metrics, failure scenarios, and modes, and the
distinction between affected and unaffected regions.

a) Defining Survivability: Ellison et al. [46] define sur-
vivability as “the capability of a system [used in the broadest
possible sense, including networks] to fulfill its mission, in a
timely manner, in the presence of attacks, failures, or acci-
dents.” As the core mission of the network layer is to ensure



connectivity, to “fulfill its mission” translates into “maintain
connectivity” in our context.

b) Survivability Metrics: Following from our definition,
we measure the disconnection time between each router-prefix
pair and use the average disconnection time among all existing
pairs as the key metric for measuring survivability. For each
router-prefix pair, disconnection time is the period during
which the router lacks a valid path to the prefix. We explain
the details of calculating disconnection time in §IV-B.

While disconnection time serves as the main metric, to
provide a more comprehensive perspective, our assessment
of survivability includes additional metrics such as conver-
gence time and the number of update messages but can
also accommodate other metrics defined by a third-party.
Convergence time captures the period during which routers
update their forwarding tables. These updates can result in
forwarding inconsistencies, leading to extended connectivity
outages—quantified as disconnection time in our analysis. A
large number of route update messages propagated in the net-
work suggests that the network is experiencing a high level of
instability, with routers frequently updating their routing tables
and advertising new routes. High rates of route announcements
can cause routers to experience substantial resource overheads,
inducing delays in packet forwarding and processing. In ex-
treme cases, this burden may escalate to the extent of routers
crashing or malfunctioning. Moreover, monitoring the number
of BGP update messages helps gauge how effectively the
system manages and contains failures, preventing them from
cascading and causing widespread disruption.

While disconnection time reflects network downtime, it does
not fully capture Ellison’s timing aspects, such as task-specific
guarantees. However, it provides a basis for future exploration
of broader timing properties.

c) Different Failure Scenarios: Large-scale failures can
be expected to exhibit highly diverse behaviors, varying greatly
in their predictability, severity, impact, and geographical ex-
tent. Restricting stress testing to a single failure scenario may
yield incomplete insights, as a system’s resilience can vary
across different failure scenarios. In this paper, we consider
four fundamental failure scenarios: random [31], [41], [47],
[48], cascaded [49]–[55], regional [31], [56]–[59], and de-
peering [31], [60], [61]. The specific details and descriptions
of these scenarios are given in §IV. In practical scenarios, a
failure event may exhibit characteristics aligning with one or
a combination of these scenarios.

d) Failing-off and Failing-on Modes: To accommodate
the above-described dynamic failure modes, we do not restrict
ourselves to simple fail-off scenarios, where failed network
elements remain non-operational throughout the experiment.
Specifically, we delve into modeling fail-on modes, where
network elements undergo intermittent failures, capturing the
dynamic nature of real-world network failures (§IV-D).

e) Affected and Unaffected Regions: In large-scale fail-
ure scenarios, the network can be roughly divided into two
regions: parts directly impacted by the failure (affected region)
and parts that are not (unaffected region). The affected region
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Figure 3: Key components of Domino illustrating the modularity of the tool
and the flexibility in experimental evaluation of complex scenarios.

may be non-contiguous and can impact the unaffected region
with ripple effects like the churn of routing updates and
transient disconnections. In the unaffected region, the network
should use available connectivity to maintain the appearance
of a fully functioning Internet. In the affected region, con-
nectivity has to be treated as a critical resource—detecting
and preserving any remaining connectivity is crucial. Distinct
survivability criteria in these regions necessitate separate and
tailored evaluations for each.

IV. A TESTBENCH FOR STRESS-TESTING

In this section, we present Domino’s design and implemen-
tation by describing the components, metrics, failure scenarios,
and modes of the current version of the testbench.

A. Testbench components

Figure 3 illustrates the different components of the Domino
testbench, including topology conversion and pruning, sim-
ulation/emulation, failure application, and postprocessing.
Domino accepts a network topology as input and allows the
experimenter to select among different failure scenarios and
modes for evaluation.

a) Topology: Domino accepts a network topology as
its primary input. This topology consists of ASes and their
interconnecting links (e.g., CAIDA AS-rel dataset [62]), in-
cluding redundant links. In this case, individual links can
be mapped to specific routers within each AS. Additionally,
the input topology can be augmented with router location
and intra-AS topology information. The input format for the
topology is a text file, where each line follows the for-
mat: from AS|to AS|relationship|from rt loc|to rt loc, where
from rt loc and to rt loc are the space-separated longitude
and latitude of the respective routers, if available.

We use two datasets to construct the network topology and
obtain geographical information. First, we leverage the AS-
rel-geo dataset [63]. This dataset is an annotated version of
the CAIDA AS relationships dataset [62] and includes the
links between ASes, along with best-effort estimates of the
geographic location of these links. Additionally, we use the
Macroscopic Internet Topology Data Kit (ITDK) [64], which
offers the assignment of routers to ASes and includes the ge-
olocation of network routers. The ITDK dataset, in comparison
with the AS-rel-geo dataset, includes router geolocations but
lacks Multi-Lateral Peering (MLP) links.



b) Topology Pruning: This component is tasked with
selecting a subset of ASes from the full network topology
when the employed simulator experiences scalability limita-
tions. The objective is to ensure that the resulting topology
reflects the structure of the real-scale topology as closely as
possible. One effective approach is to prune the topology while
preserving the hierarchical structure of the Internet topology.
The default pruning strategy begins with 15 Tier 1 ASes and
uses the CAIDA provider-peer customer cones dataset [62] to
identify subsequent hierarchies of ASes. The topology’s depth
and width are customizable, enabling manual configuration.

c) Topology Conversion: The initial task of this compo-
nent involves converting the input topology format to the Free
Range Routing (FRR) configuration format. Alongside this
conversion, the component incorporates the intra-AS topology,
defaulting to a star topology with a reflector positioned at
the center. Furthermore, the component can configure a fixed
number of routers per AS (default value is set to 10). This
parameter is designed to be sufficiently larger than one to
accommodate intra-AS complexities while avoiding excessive
values that could compromise scalability. Then, links are
assigned to these routers based on geographical clustering, uti-
lizing geo-information from the topology if available. Another
task of this component is to modify the topology according
to specified architectural adjustments. This capability is par-
ticularly useful when a study demands modifications to the
network architecture, such as grouping a set of ASes into a
core with distinct policies. Lastly, the component configures
the simulation parameters, including the Minimum Route
Advertisement Interval (MRAI) timer.

d) Failure Application: The Failure Event Application
component introduces failure events into the topology. It
includes the injection of specific failure patterns or scenarios
to simulate realistic failure occurrences. This step involves
determining the location and timing of failures within the
network and applying them to the appropriate nodes or links.

e) Simulation/Emulation: Domino incorporates a BGP
simulator/emulator to explore the behavior of the routers under
various failure events. The input of this component is a
topology in FRR format, a set of announced prefixes, and a set
of failed links. The output includes the updates/withdrawals in
the forwarding table of network routers.

f) Post Process: The process component handles the
analysis and processing of the simulator’s output data. It
involves extracting relevant information, calculating the sur-
vivability metrics, and aggregating the results.

B. Metrics

We next describe how we calculate each of the survivability
metrics mentioned in §III.

a) Convergence time: The metric is computed individ-
ually for each prefix, representing the time elapsed between
the observation of the first and last update messages for that
prefix. Essentially, it quantifies the duration required for all
BGP routers in the network to establish valid and stable paths
to the specified prefix.

Time

v1,1 =
∑

k xk
1,1 (Router 1, Prefix 1)

x1
1,1 x2

1,1

v2,1 =
∑

k xk
2,1 (Router 2, Prefix 1)

x1
2,1 x2

2,1

v2,2 =
∑

k xk
2,2 (Router 2, Prefix 2)

x1
2,2 x2

2,2 x3
2,2

vi,j =
∑

k xk
i,j (Router i, Prefix j)

x1
i,j x2

i,j

×

Figure 4: Disconnection time for router-prefix pairs (vi,j ): the cumulative
duration of disconnectivity periods (in violet) along time. Persistent discon-
nection periods are represented in blue.

b) Disconnection time: We calculate the disconnection
time by analyzing control-plane updates. To measure the tran-
sient disconnection periods, for each update, we examine its
impact on the connectivity between the source router and the
corresponding prefix. This examination extends to all routers
whose route to the prefix, constructed iteratively through
each router’s next hop for the respective prefix, involves the
examined source router. For example, if a router eliminates
a prefix from its forwarding table, it results in the loss of
packets forwarded from other routers to this specific router
for reaching the said prefix, creating what is referred to as a
”black hole.” As depicted in Figure 4, disconnection intervals
(in violet) may occur along the time axis for a (router, prefix)
pair. The cumulative duration of these intervals along the time
axis represents the disconnection time for each (router, prefix)
pair. The blue period (denoted by ×) signifies a disconnection
due to graph disconnectivity or BGP policy compliance and
is excluded from the disconnection time metric.

Algorithms 1 to 3 demonstrate how we derive this metric
from control-plane messages. In these algorithms, the vari-
ables next hop and pre routers are implemented as key-
value dictionaries. The next hop dictionary associates each
(router, prefix) pair with its corresponding next hop, while
the pre routers dictionary maps each (router, prefix) pair to
the list of routers that have this router as their next hop for
reaching that specific prefix. The set of routers whose traffic
must pass through a particular router to reach a given prefix
is defined as the descendants of that router for that prefix.

For every update, if it is a withdrawal, the algorithm logs the
(router, prefix) pair into the set of disconnected pairs, denoted
as dis set, and records the corresponding timestamp in dis t.
Subsequently, this process is extended to all descendants,
identified by calling the find desc(router, prefix) function
(refer to line 3 of Algorithm 1). Upon receiving an update
with a valid path, if the router is in dis set, indicating
having no path or an invalid path to the prefix (lines 3 and
16 in Algorithm 3), the router is removed from dis set,
and the time-lapse between disconnection and reconnection
is recorded as a disconnection period for both the router and
all its descendants. In the case of an update with an invalid
path, if the router previously had a valid path (as per line 21
of Algorithm 3), the (router, prefix) pair is added to dis set,
and the corresponding timestamp is recorded in dis t. This



Algorithm 1 Disconnection Time Calculation

1: Input: BGP updates (updates)
2: OUTPUT: discon. time for each router-prefix pair (v)
3: Initialize v, dis set, dis t, next hop, and pre routers
4: for u ∈ updates do
5: t← u.timestamp; s← u.router; p← u.prefix
6: if u.type is withdrawal then
7: HandleWUpdate(s, p)
8: else if u.type is announcement then
9: HandleAUpdate(s, p)

Algorithm 2 HandleWUpdate(s, p)

1: if (s, p) ∈ next hop then
2: nh previous← next hop[(s, p)]
3: Remove (s, p) from next hop
4: Remove s from pre routers[nh previous, p]
5: Add (s, p) to dis set; dis t[(s, p)]← t
6: dsct← find dsct(pre routers, s)
7: for d ∈ dsct do
8: Add (d, p) to dis set; dis t[(d, p)]← t

process is repeated for all descendants.

Algorithm 3 HandleAUpdate(s, p)

1: if (s, p) /∈ next hop then
2: Update next hop and pre routers accordingly
3: if (nh, p) /∈ dis set then
4: Remove (s, p) from dis set
5: v[(s, p)]+ = t− dis t[(s, p)]
6: dsct← find dsct(pre routers, s)
7: for each d ∈ dsct do
8: Remove (d, p) from dis set
9: v[(d, p)]+ = t− dis t[(d, p)]

10: else
11: nh previous← next hop[(s, p)]
12: if nh ̸= nh previous then
13: next hop[(s, p)]← nh
14: add s to pre routers[(nh, p)]
15: remove s from pre routers[nh previous, p]
16: if (s, p) /∈ dis set and (nh, p) ∈ dis set then
17: add (s, p) to dis set; dis t[(s, p)]← t
18: dsct← find dsct(pre routers, s)
19: for d ∈ dsct do
20: add (d, p) to dis set; dis t[(d, p)]← t
21: if (s, p) ∈ dis set and (nh, p) /∈ dis set then
22: remove (s, p) from dis set
23: v[(s, p)]+ = t− dis t[(s, p)]
24: dsct← find dsct(pre routers, s)
25: for d ∈ dsct do
26: remove (d, p) from dis set
27: v[d, p)]+ = t− dis t[(d, p)]

c) Number of update messages: We measure this metric
per router as the count of BGP update messages that a router
exchanges during the network’s recovery from a failure.

C. Failure Scenarios

Domino allows the experimenter to select among different
failure scenarios and modes. Below, we explain our approach
to modeling each of the main categories of failure scenarios
and failure modes.

a) Regional: A regional failure can cause network el-
ements in a specific geographic area to fail; however, the
impact can ripple across the broader network, triggering sub-
sequent failures. To model these failures, we simultaneously
fail multiple routers within one specific geographical region
and study the impact on the whole network. The way the
testbench accomplishes this task depends on whether or not the
input topology includes information about the geolocation of
routers. With this information, the topology conversion module
schedules failure events for the routers in the user-specified
region. Otherwise, the conversion module schedules the failure
events based on a distribution function. In this function, each
link has a probability of failure determined by its end ASes.
Users can provide this distribution as input. Otherwise, the
topology conversion module derives these probabilities from
the ITDK dataset for the user-specified region. The details
of how the conversion module achieves this are explained in
Appendix A.

In the fail-on regional scenario, failure events happen with
the same pattern but with a delay within a certain margin.

b) De-peering: In a de-peering scenario, two ASes de-
peer as a result of a failure event, such as a targeted attack
aiming to sever their connectivity by failing all the links
between them. Understanding the survivability of the network
under such failure scenarios is important for identifying or
pinpointing network vulnerabilities in the form of weak or
“soft” spots and can also be beneficial for studying the impact
of intentional attacks on a network’s infrastructure. To model
these scenarios, the testbench selects a set of neighboring AS
pairs to de-peer—by probabilistically selecting each pair with
a probability of ps, i.e., de-peering probability—and schedules
failure events for the selected AS pairs. At each failure event
associated with a pair of ASes, the simulator cuts all the links
between them. In a fail-on version, the testbench schedules
such failure events to re-appear with a specific pattern.

c) Cascading: In cascading failures, secondary failures
emerge as a consequence of preceding primary failures that
propagate through interconnected elements, exacerbating the
initial disruption and expanding its scope. Such a chain
reaction can result in a significant disruption of network
communication and connectivity as the failure spreads through
interconnected routers and their associated links. To model
such scenarios, the testbench first selects a random link and
schedules its failure as a primary failure. Then, it schedules
consequent failures accordingly: for each router connected to
a primarily failed link, it iterates over all links connected to
the router and decides whether each link should fail with a
probability pp, i.e., failure propagation probability. In the fail-
on version, the testbench repeats the pattern of each failure
for its consequent failure.

d) Random: Random failures, where a random subset of
links fails, do not necessarily represent real-world scenarios
but serve as valuable tools for modeling certain components
or aspects of real-world failures. Randomly failing links tests
a network’s response to (unpredictable) failures that are uni-
formly distributed across the different parts of the network. To



model this scenario, the testbench uses the commonly studied
case in which it randomly selects a fraction of network links
to fail, where the percentage of the links experiencing failure
(off or on) is denoted by pl. In the fail-on version of a random
scenario, each failing link has an independent failure pattern
from other links.

D. Failure Modes

As discussed in §II-D, a significant portion of prior research
on Internet failures has used a binary on/off model. However,
to fully capture the complexities of large-scale failures, it
is essential to consider ”fail-on” dynamics, where individual
network elements operate intermittently.

In our approach to modeling the fail-on dynamics, the
failure pattern of a failing link is characterized by intervals
of link status changes between up and down. We opt for
the Pareto distribution for modeling these intervals due to
its heavy-tailed nature, which allows for a high degree of
variability in the lengths of these intervals, with most of them
being short in duration and a few lasting for extremely long
periods of time. This feature makes the Pareto distribution a
widely accepted choice for modeling losses from catastrophic
events [65], [66]. Specifically, we utilize the Pareto Type II
(Lomax) distribution: f(x;λ, α) = α

λ

(
1 + x

λ

)−(α+1)
, where

α is the shape parameter, λ is the scale parameter, and the
mean failure interval is 2 ∗ λ

1−α .

E. Flexibility

Domino is designed with a high degree of flexibility, ensur-
ing adaptability to diverse testing scenarios. The modularity of
Domino allows for the replacement of individual components.
Notably, the employed simulator can be substituted with an
alternative simulator or an emulator, provided that the output
format of update messages remains consistent.

F. Simulation Scale

Given that our objective is to explore unprecedented
large-scale failure scenarios, we need to rely on simula-
tion/emulation, as empirical data is unavailable for such in-
stances. The choice of the experimental setting for such a
simulation-based study—both the scale and level of detail of
the simulated network—is crucial for ensuring that Domino
helps draw insightful conclusions and guide Internet design.

Our focus on prolonged large-scale failures, where under-
standing the dynamic behavior during the event is required,
necessitates a simulator capable of capturing the transient
states of network elements (e.g., the changes in a router’s
forwarding table). This level of detail requires an event-driven
simulation. Note that in most other studies where only the
before and after states of the BGP routers are of interest,
the simulator does not necessarily need to be event-driven,
allowing for improved scalability [30], [31], [67], [68].

While event-driven simulators like SimBGP [9] offer the
depth of detail we need, they have scalability limitations [8],
[10], [30], [69]–[71]. Two approaches to address this are:
(1) reducing the network topology size until the simulations

become tractable, and (2) using a distributed architecture of
emulators like Kathara [11] or Seed [12] across multiple ma-
chines. We opt to follow approach (1) in this paper because this
improves the ease-of-use of Domino and the reproducibility of
the results.

Our future work involves replacing the current simulator
(SimBGP) with the Kathara emulator and running it at scale
using Megalos [72], which is a scalable architecture for the
virtualization of large network scenarios. This will enable us
to apply the same failure scenarios to larger-scale topologies.

G. Implementation and Simulation Setup

We implemented Domino with ∼ 3000 lines of code (ex-
cluding the simulator component) in Python. We run Domino
on a high-performance cluster with a share size of 128 cores
and 512 GB of RAM. All code and data we have used will be
made available as open-source. We use SimBGP [9], an event-
driven BGP simulator in Python that provides the detailed con-
trol plane updates our experiments require, and and has been
validated in prior work [73]. Due to the scalability limitations
of the simulation, we restrict our explorations to moderate-
size topologies. For the majority of the experiments, we use a
topology with over 2,700 routers and 20,000 links across 250
ASes pruned from the CAIDA AS-rel-geo topology, preserving
the hierarchical structure of the Internet. For comparisons be-
tween affected and unaffected regions, we employ a topology
pruned from the ITDK topology, featuring 2,200 routers and
over 18,000 links spanning 200 ASes (refer to §IV-A for
details on the distinctions between these topologies). These
topologies are comparable to or larger than those used in
previous related studies [8], [10], [30].

We set the MRAI timer to the default value of 30s for
BGP connections and 5s for IBGP connections [74]. Process-
ing delay and link delay are uniformly distributed between
[1ms, 10ms] and [10ms, 100ms], respectively, inherited from
the version of SimBGP used in prior work [73].

H. Limitations

Conducting real-world stress tests on the Internet is infeasi-
ble, rendering direct verification of results through real-world
repetitions impractical. It is also not feasible to reproduce
past events; even if route collectors have data from the time
of an event (such as the 2006 Taiwan earthquake), we lack
detailed information on which specific routers in our employed
topology failed and when. However, Domino focuses on
relative comparisons, instead of reproducing the ground truth,
acknowledging that simulators/emulators cannot capture all the
real-world effects.

The reliability of simulated BGP behavior depends on the
chosen simulator/emulator. This necessitates using a widely-
adopted and validated simultor/emulator, such as SimBGP [9].

V. EVALUATION RESULTS

In this section, we begin by evaluating the post-processing
component of Domino with real-world historical data to verify
the relevance of the metrics calculated in this component.
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Figure 5: a) Disconnection time and b) count of update messages per prefix
observed by different collectors, spanning a 1-hour period before and after
the 2006 Taiwan earthquake.

Subsequently, we demonstrate the capabilities of Domino,
with illustrative examples and report on observed trends that
are revealed by our stress tests.

A. Real-world Data: The Taiwan 2006 Earthquake

To validate the survivability metrics considered by Domino,
We employ the post-processing component of Domino to
evaluate the disconnection time observed by nine BGP route
collectors from RouteViews and RIPE RIS, spanning one hour
before and one hour after the 2006 Taiwan earthquake (refer
to Table I). Figure 5 shows the results. Given that these
collectors represent only a subset of nodes within the Internet
network, we apply a tailored disconnection time calculation
approach. The disconnection period in this approach is the
interval between withdrawing a prefix and identifying a route
for that prefix.

Our observation in Figure 5a reveals a notable contrast in
disconnection time pre- and post-failure event, affirming the
efficacy of our metric in capturing network failover dynamics.
It is crucial to highlight that our disconnection time mea-
surements exclusively pertain to prefixes undergoing transient
disconnection, not those entirely offline. Importantly, these af-
fected prefixes may not necessarily originate from the affected
region. In Figure 5b, we depict the count of BGP updates
received by each collector. Once again, notable differences
become evident before and after the failure, underscoring the
sensitivity of these metrics to disruptive events.

B. Connectivity in Topology versus Protocol

Figure 6a provides insights into the spread and median
convergence times of the prefixes after a cold boot (i.e.,
starting the entire network with empty routing tables) with-
out any failures. The differing variability across sizes stems
from pruning topologies from the CAIDA AS-level graph
rather than generating them synthetically, resulting in distinct
connectivity structures. Figure 6b illustrates the normalized
reachability of routers over time. Here, “reachability” refers to
the count of stably connected pairs of (router, prefix) identified
through time. We observe that in a fully connected topology
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Figure 6: a) Cold-boot BGP convergence time in three topology sizes. b)
Reachability over time for the 300 ASes topology.

and without any failures, routers exhibit notable convergence
times. Specifically, the median convergence time for prefixes
within the 300 ASes topology is ∼400s, while achieving
50% reachability across the network takes more than 150s.
This highlights the prolonged time-to-connectivity in BGP, as
the inter-domain routing protocol, emphasizing the need to
move beyond abstract consideration of connectivity solely as
topological connectivity (refer to §II-E).

C. The Impact of Failure Scale and Dynamics

Figures 7 and 8 depict the results of the stress tests for the
different failure scenarios. Note that Figures 7 to 12 display
normalized values to emphasize trends rather than absolute
values.

a) Failure Scale: We observe an exponential rise in
the disconnection time as the size of the failure increases.
Additionally, there is a substantial rise in the number of update
messages. However, we observe that convergence time does
not necessarily mirror the trends observed in disconnection
time, indicating that convergence does not imply disconnec-
tion.

b) Failure Dynamics: In fail-on mode, where links are
intermittently active during the event duration, in contrast to
fail-off mode where links remain off after failing, we still
observe a higher transient disconnection time and number
of updates. This underscores the significance of taking into
account the dynamics of failures.

D. Affected and Unaffected regions

Figure 9 illustrates variations in the average disconnection
time across affected/unaffected regions, categorized into four
groups. The A-A category represents the disconnection time
between routers and prefixes within the affected region, aver-
aged by the product of the number of routers and prefixes in
that region. The A-U category pertains to disconnection times
between routers within the affected region and prefixes within
the unaffected region. Conversely, the U-A category focuses on
disconnection times for unaffected routers to affected routers,
while the U-U category examines disconnection times for
unaffected routers to unaffected prefixes. Figure 9a presents
the results for failure sizes of 50% and 20% in the US.
Figure 9b compares a 50% large failure in the US with a
similar failure in Germany.

Domino enables selecting specific routers and prefixes to
investigate their disconnection during failure events. For in-
stance, it allows an examination of the disconnection time
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Figure 7: The impact of failure scale on disconnection time, convergence time, and the number of update messages highlighting the dynamics of fail-on/fail-off
for the three event scenarios: random, cascading, and de-peering.
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Figure 8: The impact of fail-on/fail-off dynamics on regional failures for
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Unaffected (U-U) router-prefix pairs for two failure sizes: 50% and 20% (left)
and two affected regions: US and Germany (right).

between Region A’s routers and Region B’s prefixes during
a failure event with size x% in Region C.

E. The Impact of Fail-On Pattern Parameters

Domino provides the flexibility to choose diverse patterns
for fail-on mode. In Figure 10, we exemplify the distinction

between two sets of parameters (refer to §IV-D): one with
α = 1.5 and λ = 10 for both the failure and revival periods,
resulting in a mean failure/revival period of 20s (average of 40s
between failures), and the other with α = 1.5 and λ = 5, yield-
ing an average interval of 20s between consecutive failures.
While fail-on mode exhibits a higher transient disconnection
time than fail-off mode (observed in Figure 7), for more
frequent failures, the impact is more effectively regulated by
the MRAI timer, improving disconnection time.

F. BGP Modifications

Domino enables the evaluation of various BGP modifica-
tions, ranging from adjustments to input configuration param-
eters to the incorporation of an entirely new simulator, as long
as the input/output format remains consistent. Figure 11 shows
the disconnection time and the number of updates for MRAI
timer values other than the default values, i.e., 12s rather than
30s for eBGP and 2s rather than 5s for iBGP. We observe
that the MRAI timer proves effective in mitigating transient
disconnections and reducing the overall number of messages
by delaying the propagation of update messages.

G. The impact of Failure Scenario

Figure 12 illustrates the disconnection time and number of
updates versus the percentage of failed links in different failure
scenarios. We observe that the cascaded scenario exhibits the
most severe impact even with a smaller number of failed
links. The reason for the decline in the largest failure sizes
is that the topology has fragmented into smaller islands that
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Figure 10: The impact of the fail-on pattern
parameters on the cascaded scenario for two
mean failure intervals: 40s and 20s.

1 10 20 30 40 50 60 70 80 90
0

0.5

1

Percentage of Failed Links (pl)

N
or

m
.d

is
co

n.
tim

e

(30s; 5s)
(12s; 2s)

1 10 20 30 40 50 60 70 80 90
0

0.5

1

Percentage of Failed Links (pl)

N
or

m
.#

of
up

da
te

s

(30s; 5s)
(12s; 2s)

Figure 11: The impact of the MRAI timers, for
two timer pairs (eBGP; iBGP) in seconds, in the
random scenario.
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Figure 12: The impact of the failure scenario on
the disconnection time and number of updates
versus the percentage of failed links.

converge faster within themselves, but overall connectivity in
the topology has deteriorated.

H. Main Takeaways

The following points summarize the key insights from our
simulation results:

• Fail-on scenarios are up to 60% more disruptive than fail-
off scenarios.

• Convergence time is similar across fail-on and fail-off
modes, but disconnection time differs significantly, indi-
cating that convergence time alone does not adequately
capture downtime.

• A cascading failure affecting just 3% of the links can
disrupt connectivity almost as much as a 40% random
failure, highlighting the outsized impact of structurally
targeted failures.

• While a higher MRAI-timer delays updates, the default
30s setting turns out to be more efficient than a lower
setting (e.g., 12s).

• Disconnection time is asymmetric: routers in affected
regions experience longer delays accessing unaffected
prefixes as compared to routers in unaffected regions
accessing affected prefixes.

• The impact of regional failures is not strictly proportional
to the size of the geographic area.

VI. RELATED WORK

There exists an extensive body of literature concerned with
assessing or enhancing the resiliency of the Internet to attacks
and natural or man-made disasters. For example, the physics
and complex networks literature typically considers highly
stylized models of networks that are amenable to mathematical
analysis or simulation-based studies (e.g., [39], [41], [75]),
but this level of abstraction is of little relevance for real-
world outage scenarios in networks such as the Internet with

its protocols, some explicitly designed to ensure continued
operation in the presence of failures [45], [76], [77].

In the networking literature, one category of studies deals
with resilience at the physical rather than the network
layer [78]–[83], topology-level resilience [31], or assessing
intra-domain reliability [84]–[86]. While largely complemen-
tary to our work, most of these efforts focus on traditional
failure scenarios of the fail-off type and are not directly
relevant for highly volatile scenarios that our tool can capture
and that typically arise in the context of large-scale disasters
where network elements intermittently failing on is the rule
rather than the exception. A few works have undertaken
empirical analyses of past events to examine the impact of
failures, referred to as large-scale in these studies, albeit on
a smaller scale compared to catastrophic yet plausible events
[87]–[89].

Many other research studies have employed various evalua-
tion methods in conjunction with their proposed network-layer
resilience enhancement approaches. These approaches range
from modifications to BGP [5], [6], [90]–[98], such as the ad-
dition of fast fail-over mechanisms [99], [100], to the proposal
of new internet architectures [30], [101], [102]. However, their
employed evaluation schemes have various limitations, partic-
ularly in terms of incorporating diverse scales, dynamicity, and
the range of failure scenarios that can be represented, which
are hindering a comprehensive understanding of the resilience
capabilities of the proposed schemes and their applicability to
real-world network scenarios.

These solutions need to be thoroughly evaluated against
large-scale and dynamic failure scenarios, such as those caused
by solar superstorms or massive coronal mass ejection [4]
and that differ from commonly-studied events in size (e.g.,
geographic extent, duration, intensity) as well as in their
dynamic nature (i.e., highly intermittent outage patterns in
both time and space). This has been a major motivation for
our work.



VII. CONCLUSION

As an essential component of any critical infrastructure, the
implementation of a continuous assessment and improvement
cycle is key for identifying and potentially mitigating issues
related to availability. Large-scale failure events, such as earth-
quakes or region-wide blackouts, can introduce unforeseen
complexities that challenge system resilience, including intri-
cate dependencies leading to cascading impacts and conver-
gence problems. How can we detect and mitigate such effects
and increase the resilience of the Internet infrastructure?

We propose a first step toward achieving this vision with
Domino, a system for comparative evaluation of the surviv-
ability of the inter-domain routing infrastructure in the face
of large-scale failures. We make Domino available as open-
source software and publish all datasets we have used to enable
independent validation of all results in this paper. As a next
step, we anticipate expanding Domino to include additional
critical infrastructure such as the DNS and web infrastructure.
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APPENDIX A
MODELING REGIONAL FAILURE SCENARIOS

For each neighboring pair of ASes in ITDK, we determine
the probability of a link between these ASes failing by
calculating the ratio of the failed links to all their redundant
links. For relationships in the main topology (e.g., CAIDA
as-rel) that do not exist in ITDK, we adopt the following
approach: For each AS, we find the ratio of border routers
outside the failing region to all the border routers and consider
it as an estimation of the probability that a border router of
the AS survives the failure (denoted as psi ). Then for a link
between two ASes, the probability that the link survives is the
probability that both the router at the ends of the link survive.
Considering the location of the end routers is independent,
then the probability of a link between AS A and AS B
surviving the failure is the multiplication of the estimated
probability of each end router surviving the failure:

Probability((i, j) fails|(i, j) geospatially uncorrelated)
= 1− psi × psj (1)


