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ABSTRACT

DoS attacks use IP spoofing to forge the source IP address
of packets, and thereby hide the identity of the source. This
makes it hard to defend against DoS attacks, so IP spoofing
will still be used as an aggressive attack mechanism even un-
der distributed attack environment. While many IP spoof-
ing prevention techniques have been proposed, none have
achieved widespread real-world use. One main reason is
the lack of properties favoring incremental deployment, an
essential component for the adoption of new technologies.
A viable solution needs to be not only technically sound
but also economically acceptable. An incrementally deploy-
able protocol should have three properties: initial bene-
fits for early adopters, incremental benefits for subsequent
adopters, and effectiveness under partial deployment. Since
no previous anti-spoofing solution satisfies all three of these
properties, we propose a new mechanism called “BGP Anti-
Spoofing Extension” (BASE). The BASE mechanism is an
anti-spoofing protocol designed to fulfill the incremental de-
ployment properties necessary for adoption in current In-
ternet environments. Based on simulations we ran using a
model of Internet AS connectivity, BASE shows desirable IP
spoofing prevention capabilities under partial deployment.
We find that just 30% deployment can drop about 97% of at-
tack packets. Therefore, BASE not only provides adopters’
benefit but also outperforms previous anti-spoofing mecha-
nisms.
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1. INTRODUCTION

The prevention of IP spoofing continues to be an impor-
tant challenge. In IP spoofing, an attacker forges the source
IP address to deceive the receiver of the true packet ori-
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gin [5]. IP spoofing is used by attackers to defeat source-
based filtering and resource allocation mechanisms to mount
a variety of attacks, mainly denial-of-service (DoS) attacks.
For example, IP spoofing is used in TCP SYN flooding, an
attack that ties up server resources [5].

Currently, most large-scale Internet attacks do not use IP
spoofing attacks, as evidenced by the distributed denial-of-
service (DDoS) attack on the domain name system (DNS) [9],
and the various network worms. Recent attacks do not use
IP spoofing simply because they do not need to spoof—the
massive distribution of attack agents is already enough to
paralyze a victim. However, it would be short-sighted to dis-
regard IP spoofing as a threat, because as DDoS and worm
defense mechanisms start to get deployed, IP spoofing will
become again an attractive mechanism to circumvent the
deployed defense mechanisms.

In “Crossing the Chasm”, Moore points out that the cus-
tomers for a product range from early adopters, to early ma-
jority, to late majority, and finally to laggards [19]. A central
difference in the deployment of networking protocols is the
availability of hardware and software that implements the
protocols. In the absence of active networks [28], network
operators need to wait for the availability of hardware or
software upgrades. Although the market for Internet tech-
nology differs from a mainstream product, we can still draw
some analogies. Initially, some specialized hardware may
be available that implements the new protocols; as the de-
mand increases, the mainstream router manufacturers may
implement the new protocols as well.

We conjecture that the deployment of networking proto-
cols follows a similar trend: early adopters with a critical
need for some new technology purchase specialized equip-
ment. As the larger router manufacturers recognize the busi-
ness case and observe customer demand, they also imple-
ment the feature, causing the early mainstream customers
to deploy it. Finally, some customers may not update their
routers frequently and thus they may require a longer time
period until they implement the functionality.

Assuming that our network protocol provides good incre-
mental deployment properties, we are only concerned with
bootstrapping the process from the early adopters to the
early majority. Thus, in this paper we study a viable pro-
tocol which needs to have the following three properties:

e Initial benefit : The protocol needs to provide initial
benefits for early adopters. The first two deployments
should already result in a benefit.



e Incremental benefit : The protocol needs to pro-
vide incremental benefits for the early majority. Such
benefits should increase substantially as deployment
proceeds.

e Partial deployment : The protocol needs to provide
properties such that a proportionally small deployment
becomes sufficiently effective. Broad deployment re-
quires a prolonged period; thus, a practical protocol
approaches full strength as approximately 30-50% of
routers deploy the mechanism, which requires about
10% of the larger ASs.

An anti-spoofing protocol needs to be not only technically
sound but also economically acceptable. Unfortunately, cur-
rently proposed IP spoofing prevention mechanisms are in-
adequate, especially in the dimension of providing incentives
for incremental deployment.

An alternative mechanism to drive deployment is to pro-
vide disincentives for non-deployers, for example through
legal pressure. In some countries, for example Italy, the com-
puter crime law holds people liable for damages caused by
their computers, even if the computer was externally com-
promised [4]. However, positive incentives are preferable, as
they do not rely on globally drafted laws for global deploy-
ment.

The typical filtering scheme that shows incrementally de-
ployable effect is DPF [20]. However, it does not give di-
rect benefits to the adopters. Also, DPF should store the
routing information of all nodes,! and moreover it should
update all nodes’ routing information for each node when-
ever even one route is updated. Therefore, DPF requires
tremendous space and produces high messaging costs for
each node. Compared with DPF, the proposed scheme,
BASE(BGP Anti-Spoofing Extension) gives direct incen-
tives to the adopters. Also, BASE works on the exist-
ing routing protocol, BGP, to distribute marking values, so
there is not much messaging overhead. Therefore, DPF is
not suitable for implementing in the real world, but BASE
is a viable solution in current Internet environment.

This paper’s main contribution lies in advancing an incre-
mentally deployable mechanism for viable IP spoofing pre-
vention. We propose an anti-spoofing solution that satisfies
the three incremental deployment properties. This scheme
works with legacy BGP routers transparently. We take a
marking and filtering approach using BGP update messages,
so the marking value inscribed in a packet should exist as
the source’s entry in each node’s filtering table, or otherwise
drop the packets. The power for detecting spoofed pack-
ets rises substantially as the number of deployers increases.
With only about 30% of ASs deploying the mechanism, we
can almost perfectly filter attack packets. Thus, BASE is
the only viable solution suggested so far which satisfies the
three deployment properties. Furthermore, we show that
BASE outperforms previous schemes in terms of detecting
spoofed packets under the same deployment circumstances.

2. RELATED WORK

Researchers have followed two main directions in the in-
vestigation of techniques to mitigate spoofed source IP ad-
dresses: IP traceback and detection of spoofed packets. The

! A node can be a BGP router or an AS which holds a group
of routers. Hereafter, a node represents a BGP router since
router-level description gives us clear understanding.

goal of IP traceback is to find the true origin(s) of attack
packets; probabilistic packet marking is one such IP trace-
back mechanism [15, 24, 25]. However, IP traceback has
several drawbacks; for example, spoofed packets can destroy
a victim network before being reactively curtailed, and the
uncertainty of IP traceback amplifies under distributed at-
tacks, which eventually makes IP traceback useless under
massive DDoS attacks.

In this paper we discuss the second direction: how to de-
tect spoofed packets. Once given an ability to discriminate
between attack packets and legitimate packets, it is a simple
task to filter attack packets before they reach a victim. In
the remainder of this section, we discuss these approaches.

Ingress filtering [2, 8] has been proposed for dropping
packets with invalid source addresses before the packets leave
their local networks. However, the usefulness of ingress fil-
tering depends on the deployment, providing little incentive
to early adopters. Moreover, the incentives for deployment
of ingress filtering are structured in an awkward fashion.
Consider an ISP that deploys ingress filtering—this does
not benefit the customers of the ISP directly, but it pro-
tects other ISPs customers from its own customers (because
they cannot send spoofed IP packets). Thus, ingress filter-
ing does not provide significant benefits for early adopters;
except in the case where laws make the sender of malicious
packets liable for the damage caused (as is the case in Italy),
because the customers won’t be able to use IP spoofing to
attack a victim.

Reverse path forwarding (RPF) is an extension of ingress
filtering, which uses IP routing tables for dropping spoofed
packets [2]. RPF has become an optional function of main-
stream routers in order to mitigate the problems caused by
IP spoofing [6]. RPF-enabled routers forward only packets
that have valid source addresses consistent with the IP rout-
ing table. However, there is one topological restriction; RPF
can only be used for symmetric routing environments. More-
over, RPF does not provide sufficient benefits to adopters,
which is the same as ingress filtering.

Route-based distributed packet filtering (DPF) has been
proposed for filtering spoofed packets using routing infor-
mation [20]. DPF determines whether a packet travels an
unexpected route from its specified source and destination
addresses, and if so, discards the packet. DPF can be viewed
as a generalized address-based filtering scheme which elimi-
nates the limitations of ingress filtering and RPF. The DPF
filter can be located in transit ASs; thus, only a part of the
Internet needs to be used for filtering a significant fraction
of spoofed packets. But DPF does not provide direct incen-
tives to deployers—everyone shares the benefits.

Path identification (P1i) is a reactive filtering scheme based
on packet marking [29]. In Pi, each packet in the same path
has the same identifier, which can be used for filtering attack
packets. Thus, Pi is beneficial to adopters who can use
the Pifilter for protecting their network. However, Pi gives
little benefit for early adopters because it becomes especially
effective after substantial deployment.

Hop-count filtering (HCF) is another filtering technique
for spoofing attacks [12]. The idea behind HCF stems from
the fact that packets coming from the same location travel
the same path to the destination. Thus, time-to-live (TTL)
values in IP headers can be used for classifying the attack
packets. However, the TTL is only an estimation of hop
count, so HCF provides higher false-positive results than



Pi [7], and attacking with fake TTL values further reduces
the effectiveness of HCF. Thus, even if HCF does not require
any deployment, it is not a sufficient countermeasure against
IP spoofing.

3. THE BASE MECHANISM

This section proposes a new mechanism called “BGP Anti-
Spoofing Extension” (BASE) which combines Pi [29] with
DPF [20], and further enables the three deployment prop-
erties for a viable protocol addressed in Section 1. As dis-
cussed in Section 2, DPF is incrementally deployable, but
deployers have no more incentive than non-deployers. Pi
provides a benefit to deployers, but only at relatively high
levels of deployment. Thus, Pi does not give enough benefit
to early adopters. In BASE, path-based marking enables
in-network filtering and provides significantly more benefit
to early adopters than non-deployers. BASE enables for de-
ployers to utilize the distributed filters for collectively drop-
ping attack packets. As well, in the occurrence of an attack
on other nodes, the deployer can provide the proof of inno-
cence by showing that the marking value propagated to the
victim does not originate from the deployed node.

We first assume an attacker sends spoofed packets to the
target node to hide the identity of the attacker. Second, a
victim has the ability to recognize a spoofing attack. Once
the attack is recognized, the victim can utilize BASE for
protecting itself from the attack. Third, we assume BGP-
enabled routers can utilize the BASE filter. Each BGP
router has a marking and filtering policy, so BASE has its
roots in network-based filtering. Forth, each BGP-enabled
router within an AS can be updated for performing the
BASE mechanism with the following assumptions:

e Per-AS key: Each AS has a secret key which it uses
for computing marking values; the key is shared by the
routers within the AS.

e Enough marking space: We assume that the IP
header has sufficient space to store a marking value.

e Router marking and filtering: The BASE router(s)
on the border of an AS mark every outgoing packet and
filter every incoming packet without a correct mark.

The BASE mechanism distributes valid marking values
through BGP update messages [23]. Thus, every BASE-
enabled BGP router learns the valid marks for every source
network. We takes advantage of prevalent BGP routers
and further deploys BASE-enabled routers in an incremental
way. When a BASE-enabled victim is under an attack, the
victim can invoke packet marking and filtering for checking
the validity of every packet destined to the victim network.
Thereafter, only legitimate packets with a correct mark can
go through the BASE network; spoofed packets are dropped
before entering the BASE-enabled secure network. After
proper handling of the attack, the victim can revoke the
marking and filtering function for its network.

The marking in BASE is “path-based” instead of “IP-
based”, which means the use of network addresses (prefixes
of an IP address) instead of individual IP addresses. This
reduces the required storage for marking values, however,
collective filters can detect spoofed packets effectively. Also,
the marking value in the filtering table of each router is
mapped based on source’s network address, similar to the
use of network addresses in the routing table of each router.

A BASE router communicates with other BASE routers
by the use of BGP update messages. One BGP update
message invokes distributed filters, propagating through all
legacy BGP routers, reaching all BASE-enabled routers. This
mechanism works transparently with the legacy BGP speak-
ers by using optional transitive attributes [23], in which the
information stored in transitive attributes is forwarded even
through non-BASE routers. However, it is possible that
an AS’s routing policy may prevent an update from propa-
gating to a neighboring AS, even though it sends packets to
that AS. The effect of BGP routing policy decisions requires
further study.

The next subsection describes the four phases of BASE.
First, marking values are computed by a one-way hash chain
and they are distributed using BGP update messages. Sec-
ond, once the victim notifies that an attack is happening,
the victim propagates invocation messages. Third, BGP-
enabled routers activate the BASE mechanism, so BGP-
enabled routers inscribe marking values and filter packets
with the false markings. Finally, the victin can propagate
revocation messages after the attack subsides. Then, we
show how the proposed mechanism works in environments of
full deployment, partial deployment, and asymmetric rout-
ing paths.

3.1 Four-Phase BASE Mechanism

The framework of BASE extends the concept of distributed
packet filtering (DPF) with cryptographic packet marking,
which enables non-adjacent BASE-enabled ASs to verify
path correctness. As well, the BASE mechanism runs on-
demand filtering for specific destination addresses. Thus,
only when undergoing DoS attacks, the victim can initiate
collective filtering of attacking packets crowding into the
victim’s network.

For the purpose of distributing filtering information, one
approach is the use of BGP update messages to coordinate
between routers [20]. Alternatively, we can design our own
distribution protocol using piggybacking on regular packets
or generating information packets. The SAVE protocol [16]
is an example of designing a new protocol for verifying the
correctness of the source address of each incoming packet.
ICMP traceback messages [3] is an example of generating
extra ICMP messages to send traceback information to the
victim. There are advantages and disadvantages for using
legacy protocols or designing our own protocols as an in-
formation distribution scheme. When using BGP messages,
BASE easily distributes marking values and maintaining up-
to-date marking information. Even though there is the issue
of false-positive according to AS’s routing policy in asym-
metry environments by using BGP messages, that is not a
big problem because we have false-positive only during an
attack. In this paper, it is assumed that BGP update mes-
sages are used for distributing filtering information, while
preserving the primary properties of deployment issues.

BASE works according to following four phases: distribu-
tion of marking values, filter invocation, packet marking and
filtering, and filter revocation. We let s denote the source
AS, and t the destined AS. And, v is the current filtering
AS. Then, the situation is for considering a packet of (s,t)
traveling the filter v.

Phase 1: Distribution of marking values..
The distribution phase is for distributing marking values



among BASE filters. The marking value is computed by a
one-way hash chain, i.e., m; = MAC(ki,m;—1), where k;
is the secret key and mo is the prefix of the IP address of
the victim. The marking values are distributed using BGP
updates. This is a once-only operation unless the BGP path
has been changed.

Phase 2: Filter invocation..

The invocation phase invokes packet marking and filtering
for packets destined to the victim network. Invocation is
propagated through BGP update messages. Upon receiving
an invocation message, a BASE node starts packet marking
and filtering for the corresponding addresses.

Phase 3: Packet marking and filtering..

The filtering phase marks outgoing packets and filters in-
coming packets without a correct mark. Every packet with
the same source address will have the same mark when it
leaves a BASE node, even though it may have arrived with
different marks through different interfaces. This replace-
ment scheme allows the BASE mechanism to work in asym-
metric routing paths.

Phase 4: Filter revocation..

The revocation phase terminates marking and filtering of
packets destined to the victim. Revocation is also propa-
gated via BGP update messages.

Internet connectivity can be represented by a graph G =
(V, E) where V is the set of nodes and E is the set of edges.
The graph G represents the AS-level connectivity such that
a node is an AS and an edge is a link between two nodes.
A path P(s,t) is an ordered set of consecutive edges from a
source s to a destination ¢ such that P(s,t) = {v1,v2,..,vn}
where v; = s and v, = t. The marking values are computed
as shown in Fig. 1. The marking value of v; for (s,t) is
defined by m; = M AC(k;, m;—1) where k; is the key of v;
and mo is the prefix of s. The computed marking value for
each node is distributed to next nodes described as Fig. 2

V1=8§ V2 U3 vy =t
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Figure 1: Marking value computation for each node

Each BGP node has additional features for packet mark-
ing and filtering. We call this node a BGP filter and the
function of a BGP filter is formally described as Fig. 3 shows.
Each BGP filter v; has a filtering table F.. We can store all
the legitimate marking values in source’s entry of the filter-
ing table. If we can store only one marking value in each

Distribution of marking values( m; )

2 FOR each BGP filter v; from 2 = 1 to ¢ = all filter nodes

3 m; =MAC(k'¢,mi71)
4 forwards m; to next BGP filter nodes
by using the BGP optional transitive attributes
5 ENDFOR
END of Algorithm

Figure 2: Distribution algorithm of marking values

Packet marking and filtering

2 FOR each BGP filter v; from i=1 to ¢=all filter nodes
3 IF m;_1 € F(s) [/ F is a filtering table for a filter
4 forwards a packet (s,t) to R(¢) with a new mark m;
5 ELSE

6 drops (s, t)
7 ENDIF

8 ENDFOR

END of Algorithm

Figure 3: Packet marking and filtering algorithm in
a node

record of a filtering table, we call this “one mark” and if
we can store multiple marking values, we call this “multiple
marks”. This will be explained in detail in Section 3.4. In
distribution phase, when a filter receives a marking value,
the filter stores the marking value in its filtering table. In
marking and filtering phase, when a filter receives a packet
(s, 1), the filter forwards the packet to R(t) with a new mark
m; only if m;—1 € F(s), otherwise it drops (s,t). R(t) de-
notes t’s entry in v;’s routing table.

Cryptographic approaches improve the strength of packet
marking under the attacker’s forgery of marking values as
well as source addresses. Since the marking field spoof-
ing diminishes the effectiveness of packet marking [15], we
use a cryptographic approach such as message authentica-
tion codes (MAC) to check the validity of marking values.
Pseudo-random functions (PRF) [10] can be used as a hash
function for MAC. A PRF takes two arguments, a key and
an input, then produces an output which is indistinguishable
from a random value as long as the key is secret.

One-way hash chains—cryptographic primitives frequently
used in the design of secure protocols—are used for com-
puting marking values. Computation of a chain of mark-
ing values has advantages of reducing forgeability of mark-
ing values and enhancing routability of legitimate packets,
without prior knowledge of traveling paths. Marking values
are pre-computed and distributed between neighbor BGP
filters, then they are used for marking and filtering. No
additional computation of marking values is required dur-
ing packet processing except for comparing and changing a
marking value with table lookups.

Several fields have been proposed for storing a marking
value in a packet. They include the record route option in
the Internet Protocol (IP) [22], the IP identification (ID)
field [24], the IP header available by compression [1], and
in conjunction with the IP ToS field or the IP TTL field.
There are pros and cons on their usages, and the ID field
has received most attention based on overloading the 16-
bit IP identification field used for fragmentation in previous
works [24, 25, 29]. For further discussion, it is assumed that
the BASE uses the 16-bit IP ID field for storing marking
values.

3.2 BASE Protocol Design

A BASE router communicates with other BASE routers
by using BGP update messages. One BGP update message
invokes distributed filters, propagating through all legacy
BGP routers, reaching all BASE-enabled routers. This mech-
anism works transparently with the legacy BGP speakers by
using optional transitive attributes [23], in which the infor-
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Figure 4: The Path Attributes field using optional
transitive attributes of the BGP update message

mation stored in transitive attributes is passed on to other
BGP speakers, even if it is not understood by non-BASE
routers.

Each path attribute is a triple of Attribute Type, At-
tribute Length and Attribute Value [23]. The high-order
bit(bit 0) of Attribute Type is the optional bit and the sec-
ond high-order bit(bit 1) of Attribute Type is the transitive
bit. Accordingly, we should set these two bits to 1 as you can
see in Fig. 4. The Attribute Type Code octet should contain
the attribute type code which is not currently defined. We
can create new BGP attribute type code and should send
it to the IANA [17]. For example, we can use value 32 for
attribute type code of BASE marking mechanism. Also, as
Fig. 5 shows, we can construct Attribute Value field.

Fig. 5 (a) is a format of an attribute value for distribution
of marking values. Fig. 5 (b) is a format of an attribute value
for BASE filter invocation and revocation. The Type field
defines whether the BGP update message is for distribution
of marking values(if set to 1) or invocation(if set to 2) or
revocation(if set to 3). The Source field is for the source’s
AS number of the BGP message. The Marking Value field
gets a 16-bit marking value for distributing it to next BGP
filter nodes.

3.3 Fully-Deployed BASE on Symmetric Paths

A routing path is called symmetric if the path has the
same forward and backward path between two nodes. A
symmetric routing path of (s,t) implies that the forward-
ing path of (s,t) is a subgraph of the BGP tree such that
P(s,t) C B(s), where the BGP tree B(s) is a tree expanded
by BGP updates for s. This BGP tree is an s-rooted span-
ning tree constructed by the best routes destined to s. Thus,
the propagation of marking values for (s,t) follows the path
{v1, .., vn} in the spanning tree, and that becomes the rout-
ing path for (s,t) in symmetric routing. Since the BGP
updates flow to the opposite directions of the chosen best
routes to s, the BGP flooding paths are not always equiv-
alent to the routing path starting from s. We will discuss
asymmetry of routing paths in the next subsection.

Fig. 6 shows how BASE works for two nodes, s and ¢, in
a network. Marking values for s are distributed by the use
of BGP updates, as shown in Fig. 6 (a). Using a secret key
k; of v;, an unpredictable marking value m; is computed by
MAC(m;—1,k;) as follows.

m; = MAC(ki, Pref(s))
mao = MAC(k'Q,’ITh)
ms3 = MAC(kg,mz)

Fig. 6 (b) shows the invocation messages being propagated
from ¢, which is under a spoofing attack. After that, each
node drops packets destined to ¢ without a correct mark,
which are attacking packets with spoofed source addresses
and/or fake marks. Fig. 6 (c) shows that each node checks
the marking value of a packet (s,t) and inscribes a new
marking value before forwarding to the next node.

16!152.0.0/16 ,,x«><. X

attacker vq

attacker vs
O = MAC (ka, 163.152°

s = MAC(ks, m:)

Figure 7: Spoofed packets dropping case

We utilize a MAC that uses an algorithm for generat-
ing authenticated output, which is used to ensure the au-
thenticity and integrity of the marking values. As shown
in Fig. 7, an attacker vs cannot produce a correct mark-
ing value mi without the secret key ki of s because mi
is computed through mi = M AC(k1,163.152.). Therefore,
the attacker vsa cannot send packets with a correct mark-
ing value m:1 because vs4 cannot know the secret key of
s. The attacker just computes an incorrect marking value
myg = MAC(ks,163.152.). Hence even though an attacker
tries to send packets with spoofed IP address, the attacker
cannot produce a correct marking value as long as an at-
tacker cannot predict the secret key of the node. In node v,
the packets with a correct marking value mi can go through
the path, but the packets with an incorrect marking value
my are dropped. Additionally, an attacker vs cannot send
packets with a correct marking value ma. The attacker vs
doesn’t know not only the secret key k2 of v2 but also the
marking value m; which is propagated from v2’s upstream
node. Therefore, the attacker vs has an incorrect secret key
ks and an incorrect marking value m;. As a consequence,
the attacker vs computes an incorrect marking value ms, so
those packets with the incorrect marking value are dropped
in node vs.

3.4 Asymmetric Paths in Full Deployment

BGP Path

Forwarding Path

Figure 8: Asymmetric routing paths
when a routing path does not go
through BGP paths

There are non-negligible portions of routing asymmetry
in the current Internet [21]. A recent study measured US
academic networks display about 14% routing asymmetry
while commercial networks show about 65% routing asym-
metry on the AS-level [11]. Routing asymmetry is often
caused by routing policies or traffic engineering such as hot-
potato routing [26], load distribution [27], or delayed BGP
convergence [14] that may result in random selection among
multiple shortest paths.

Fig. 8 shows the case of asymmetric routing paths, where
the routing path from s differs from the BGP paths from
s. This causes packets to travel a different path from the
path transferring marking values. But, since BASE replaces
the received mark with the new one, the node in a merged
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Figure 5: The Attribute Value of the Path Attributes field of BGP update message: (a) for distribution of
marking values, (b) for BASE filter invocation and revocation.
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(a) Distribution of marking val- (b) Filter invocation by ¢ (c) Packet marking and filtering
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Figure 6: Working example of fully-deployed BASE. (a) Distribution of marking values along with the BGP
update messages from s. (b) Filter invocation for packets destined to ¢ with the BGP update messages from
AS t. (c) Packet marking and filtering of spoofed packets destined to ¢, without correct marking values for

the source address s.

point can update a packet in asymmetric routes with a cor-
rect mark. For instance, if the filter receives any of the
valid marks m; and m; through the corresponding inter-
faces, it changes the mark to my before forwarding to the
next node, as shown in Fig. 8. This replacement resolves
the risk of dropping legitimate packets so that BASE works
under asymmetric forwarding paths.

Filtering table of vy

Routing table of vs4

source | prev_mark | next_mark | |destination | next node

s ma, Mm3| M4 t Vs

Figure 9: Storing multiple marks in asym-
metric routing paths in order to admit every
possible legitimate packet

Fig. 9 shows the filtering table and routing table at v4. If
a node v4 receives the packets with mas or ms, va checks its
filtering table to check whether it has the ms2 or m3 in source
s’s entry. Once it has, it checks its routing table to send the
packets to the next node. Then, it sends the packets to next
node vs with the replaced marking value my.

We allow packets to travel through every possible path
with a valid marking value from source to destination in
order to prevent the dropping of legitimate packets, whether
the path is asymmetric or not. Therefore, legitimate packets
will not be dropped because packets with one of the possible
marking values are passed through the routing path to the
next nodes.

3.5 Partial Deployment with Asymmetric Paths

BASE has a salient feature in that it works in partial
deployment, and substantially increases in power for larger

rates of adoption. Also, any individual deployer receives an
additional reward from the more powerful BASE network,
simply by deploying to their networks. This unique charac-
teristic comes from the incremental deployability of BASE.
This is excellent motivation to adopt this mechanism, and
thus BASE can be deployed to the current Internet.

We now explain how BASE works for partially-deployed
environments. Assume k filters among n nodes such that
w1, Wa, .., wi € P(s,t) for 0 < k < n. Then, any filter in the
path, i.e., w; € P(s,t), can communicate with the next filter
wit1, for 0 < i < k—1, the same way as in the fully-deployed
case. Non-BASE BGP speakers just relay the marking infor-
mation because it is stored as optional transitive attributes.

Figure 10: Partial deployment tunnel-
ing effect

Fig. 10 shows how BASE works in a partially deployed
network. Any filter node can communicate with other filters
across non-filter nodes. Also, each filter node in the partial-
deployment can mark and filter spoofed packets. Further-
more, even though an attacker may succeed in injecting
spoofed packets into the normal flow through a non-filter
node, these packets will be distinguishable at the next filter.
An example is filtering packets with m, at the node ¢, as
shown in Fig. 10. We call this the tunneling effect in which
surrounding filter nodes protect non-filter nodes.

The proposed BASE scheme is simple but powerful for
protecting against spoofing attacks. Nevertheless, there are
certain cases that BASE cannot deal with when using one
mark for each row of the filtering table. Fig. 11 shows
one case of partial deployment in asymmetric routing paths.
Since the BGP path is different from the routing path, the



Figure 11: Legitimate packet dropping
case on asymmetric routing paths
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Figure 12: Asymmetric routing paths when
using one mark in each record of filtering
table

recorded mark, my, is different from the arriving mark mo,
which is an unregistered but legitimate mark. This will cre-
ate a blackhole effect for a portion of legitimate traffic to-
ward node t. To eliminate the black hole effect, we can store
legitimate multiple marks in each record of a node’s filtering
table.

In order to mark and filter spoofed packets, we use a fil-
tering table for each BASE filter node. If we store one mark
in each record of a filtering table, each BASE filter has a
filtering table F, for an interface e. However, there is the
issue of false-positive under asymmetric environments in the
case of using one mark in each record of the filtering table.
To eliminate the issue of false-positive under asymmetric
environments, we can store multiple marking values in each
record of a filtering table for each filter.

Fig. 12 and Fig. 13 are respectively the cases that one
marking value and multiple marking values in each record
of a filtering table. In case of one marking value as you can

BGP Path

/_,,‘*"Filtering table of va

Forwarding Path | source |prev_mark | next_mark

s mi ma

Figure 13: Asymmetric routing paths when
using multiple marks in each record of the
filtering table

see in Fig. 12, there is a filtering table for each interface.
When the BGP path and forwarding path are different, an
interface e; in BGP path has a filtering table and also has
a marking value m; mapped into source’s network address
s. However, once packets are forwarded through interface
e2, these packets would be dropped in spite of their legiti-
macy, because a filtering table of ez doesn’t have the source’s
marking value.

However, in case of multiple marking values as you can
see in Fig. 13, there is a filtering table for each node. Even
though the BGP path and the forwarding path are different,
packets would not be dropped. By storing multiple mark-
ing values, we can stop dropping legitimate packets. Also,
we can get smaller space complexity and time complexity.
Each BASE filter node has fewer tables to store the same
data when compared with the use of one marking value.
The number of marking values in each record is at most the
maximum of the node’s degree. Also, filtering table lookup
time is similar to routing table lookup time. The fewer the
entries in each BASE filtering table, the smaller the filtering
table lookup time is. Therefore, there is no more overhead
in terms of space and time complexity when using multiple
marks.

4. SECURITY ANALYSIS: WHICH ATTACKS

DID WE STOP?
4.1 1P Spoofing Attacks

The first measure of the effectiveness of an anti-spoofing
mechanism is the proportion of spoofed packets that are
dropped before arriving at a victim’s location. To compare
the filtering ability, let us consider a network with partial
deployment which is shown in Fig. 14. In the case of ingress
filtering [8], an attacker can mount an attack with spoofed
packet (s,t) at 5 locations (vi, .., vs). In the case of DPF [15],
only 3 locations (v1,..,v3) are available to an attacker for
mounting a spoofing attack. In the case of BASE, no loca-
tion can spoof a packet from s to ¢; only s can send a packet
(s,t) to a host . Even at vz and vs, an attacker cannot send
spoofed packets with the source address of s since the valid
mark coming from s can be verified at ¢.

Figure 14: A partially-deployed network

Enhanced protection power of BASE comes from the use
of packet marking to allow non-adjacent BASE-enabled ASs
to verify the validity of the source address of traveling pack-
ets. This property enables BASE to be more effective than
other schemes when partially deployed.

4.2 Marking Field Spoofing

Fake marks inscribed in a packet before being sent by
an attacker greatly reduce the effectiveness of packet mark-
ing [15]. Pi [29] suffers from marking field spoofing since an



attacker can forge the marking field with the knowledge of
the addresses of routers in an attacking path.

However, the BASE mechanism prevents an attacker from
predicting the marking value, since a one way hash chain is
used for computing marking values. Such a cryptographic
marking mechanism renders a filter’s marking values unpre-
dictable by an attacker.

Also, valid marking values are not visible to an attacker,
since the marking values, even in the process of marking
and filtering by BASE, flow towards the victim. Thus, an
attacker cannot gather valid marks from the attacking loca-
tions, making BASE resilient to replay attacks.

Ingress filtering and DPF do not use packet marking, so
they have no threat of marking field spoofing. Instead of
packet marking, they are location-aware filtering schemes.
BASE takes advantages of location-awareness by means of
tamper-resistant packet marking. Thus, BASE enhances
anti-spoofing capability in addition to being insusceptible
to marking field spoofing.

4.3 Compromising BASE Routers

We have shown that BASE has a strong ability to protect
end-hosts from spoofed packets. Nonetheless, we need to
consider other weaknesses in terms of security. First, mali-
cious BASE speakers at compromised routers can be used
to pass attack packets and drop legitimate packets. Clearly,
a compromised router can control all packets it forwards.
Another potential issue is an attacker who computes cor-
rect markings without access to the secret key, or who can
compute the key independently. However, assuming a se-
cure MAC function with an output of sufficient size, e.g. 16
bits, we do not need to consider these possibilities. UMAC
is a fast message authentication code and we can determine
the output of UMAC into 32-bit tag [13]. When UMAC
produces 32-bit tag, the probability that an attacker could
produce a correct tag for any message of its choosing is about
1/2%°. Among the 32-bit tag, we can take 16 bits and those
can be our marking value. Then, the strength of marking
value would be 1/2'5, the half of probability of UMAC. That
means when an attacker choose a marking value randomly,
0.003% of attack packets can be passed to the target node.
That would be negligible in attack situation.

5. EVALUATION

In order to measure the effectiveness of different anti-
spoofing mechanisms, we first need to develop a means to
produce an accurate model of today’s Internet connectivity.
We used the AS connectivity graph archived by NLANR
from the Oregon Route Views project [18]. The AS graph
used is the connectivity at April 2006, which consists of
22,000 nodes. We also used various 300-node subgraphs of
the AS graph for the diversity of network topology and for
faster simulation. To compare the filtering performance, we
simulated on 4 mechanisms, which are ingress filtering, RPF,
DPF and BASE. We selected filter nodes according to two
filter placement policies, random filter placement and pri-
ority filter placement. Random filter placement means that
filter nodes are chosen randomly and priority filter place-
ment means that filter nodes are chosen according to the
priority. A node that has many connections to other nodes
gets higher priority than other nodes. Therefore, the highest
degree node becomes filter node first. Also, we simulated on
large and small asymmetric environments. In the Internet,

many asymmetric environments exist, so we wanted to sim-
ulate on various situations. The subgraph, sub_large, has
46.7% asymmetry ratio and the subgraph, sub_small, has
12.2% asymmetry ratio.

The output of simulation is attack packet dropping ratio
and legitimate packet dropping ratio as the number of filter
nodes increases. The horizontal axis of graphs means % of
deployed routers. The vertical axis of graphs means % of
dropped attack packets or dropped legitimate packets. To
acquire more exact results, we repeated 10 times for each
simulation and took an average as a result.

Fig. 15 shows the dropping ratio of packets in AS_graph
and subgraph. These two results show similar pattern in
dropping packets. By using subgraph, we can make many
map circumstances in selecting 300 subnode such as the
graphs that have different asymmetric ratio. Also, we can
save time for simulating the mechanisms. Therefore, we used
the subgraph in the rest of the simulation.

Fig. 16 shows the filtering performance for dropping at-
tack packets using random filter placement and priority filter
placement in a large asymmetry path(46.7%). To compare
the filtering performance, we used 4 mechanisms, which are
ingress filtering, RPF, DPF, and BASE. DPF and BASE
are more powerful than others in dropping attack packets.
When using priority filter placement, the filtering perfor-
mance increases especially in DPF and BASE. Because the
node that has high priority could be a transit AS, the filter-
ing performance of priority filter placement is higher than
that of random filter placement. As we can see, even though
about 30% transit ASs deploy the mechanism, we can filter
almost all of attack packets.

The following simulation is to measure the filtering per-
formance in terms of target’s benefit. If the target is a filter
node, it can guarantee the safety of itself in that it cannot re-
ceive attack packets. Fig. 17 shows the difference of filtering
performance in DPF and BASE depending on whether the
target node is a filter node or not. When the target node is
a filter node or a non-filter node under partial deployment in
DPF, the difference of attack packet dropping ratio is small.
However, the difference is larger in BASE than DPF. That
is, The BASE mechanism gives much larger benefit to early
adopters than DPF.

Fig. 18 shows the difference of filtering performance in
DPF and BASE when the node that a spoofed IP address
belongs to is a filter node or not. If the node that a spoofed
IP address belongs to is a filter node, it prevents the attack
from happening by using IP address of itself. If packets orig-
inated from that node, the node would make and transfer
its own marking value on the packets. The valid mark in-
scribed in a packet coming from the node can be verified at
the target node. When the attack happened in the other
node, the node that a spoofed IP address belongs to can
provide the proof of innocence as showing that the packets
didn’t originate from the node by using the marking value
of the node. Also, if the node that a spoofed IP address be-
longs to becomes filter node, target’s attack packet dropping
ratio would be increased. Therefore, it provides incremental
benefit.

Fig. 19 shows the result of simulation in large and small
asymmetric environments. There is not much difference
in large asymmetric paths and small asymmetric paths in
ingress filtering, DPF and BASE, but RPF shows much dif-
ference according to asymmetry ratio. Because RPF uses
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IP routing tables for dropping attack packets, it is effective
in symmetric routing environment.

Fig. 20 shows the filtering performance for dropping at-
tack packets and legitimate packets in one and multiple
mark environments. When BASE has one marking value
in filtering table, filtering performance for dropping attack
packets is a little bit better than in multiple mark environ-
ment. However, the number of dropped legitimate packets
decreases when using multiple marking values as opposed to
one.

From the experiments, we confirm that BASE shows good
performance in dropping attack packets and not dropping le-
gitimate packets. Especially, when the transit ASs deploy
BASE, the deployers get much higher filtering effect than
non-deployers as shown in Fig. 16. When the target node
is a filter node, attack packet dropping ratio is much higher
than when the target node is not a filter node. Therefore,
early adopter gets benefit as shown in Fig. 17. As shown
in Fig. 18, if the node that a spoofed IP address belongs to
and target node are filter nodes, BASE can achieve almost
perfect attack packet dropping performance. As shown in
Fig. 19, BASE doesn’t have much different filtering perfor-
mance in large and small asymmetric environments because
BASE uses multiple marking policies to prevent legitimate
packet dropping. When BASE uses multiple marks, the fil-

tering performance is a little bit worse than when BASE uses
one mark. However, BASE can considerably prevent drop-
ping legitimate packets by using multiple marks as shown in
Fig. 20.

In terms of viable protocol as discussed in Section 1, the
BASE mechanism satisfies initial benefit, incremental bene-
fit, and partial deployment. From the target’s point of view,
it can drop attack packets. Therefore, BASE gives direct
benefits to early adopters. As the filter nodes increase, the
filtering performance increases. Therefore, it also satisfies
incremental benefit to subsequent adopters. Finally, almost
all the attack packets would be dropped even though only
about 30% of transit ASs are deployed. Therefore, BASE is
effective when partially deployed.

6. DISCUSSION
6.1 Adopter’s Benefit

Ingress filtering and DPF are more powerful when de-
ployed near the attacking location, but less effective near
the victim. Also, they provide no specific benefit to the
adopters, which has been a barrier to deployment. Only Pi
gives an obvious benefit to a victim for defending against
spoofing attacks. Nevertheless, Pi still has significant weak-
nesses—the full benefit of Pi occurs only after huge deploy-
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ment. Therefore, Pi cannot be an immediate solution for a
current victim of spoofing attacks. BASE remains the only
current solution which gives direct benefits to an adopter
and can be a viable solution for defending against spoofing
attacks.

6.2 Cost Effectiveness

We need to analyze anti-spoofing schemes in terms of pro-
cessing cost, messaging cost and filtering cost.

In the distribution phase, BASE requires small processing
cost to create marking values. The marking values should
be computed once before they are distributed using BGP
update messages. This process does not happen frequently
unless the BGP path has been changed. Also, BASE does
not incur messaging costs because BASE uses the existing
protocol, BGP, to distribute the marking values.

In invocation and revocation phase, there is not much
overhead for messaging the marking values because only a
single BGP update for each start or stop signal is required.
This is the minimum cost for saving a victim from over-
whelming garbage traffic. Also, BASE works only when the
victim wants to invoke it. Therefore, it will not cause much
overhead.

In the packet marking and filtering phase, filtering table
lookup should be done for each node to filter spoofed pack-
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the node that a spoofed IP address belongs to and

ets. Filtering table lookup time would be similar to routing
table lookup time, so that is not much overhead.

6.3 Implementation Issues

To apply any IP spoofing mechanism to current Internet
environments, it should satisfy the three deployment prop-
erties addressed in Section 1. Also, it should be a practical
mechanism which does not need much overhead and cost.

When compared with BASE, DPF is difficult to apply to
current Internet because it doesn’t give direct benefits to
the adopters. Also, each node should have routing infor-
mation of all nodes, so it needs much space for each node.
Once the BGP information is updated, the routing informa-
tion in each node should be updated promptly. Once some
of the routing information is updated, it should inform its
updated routing information to all nodes. It requires in gen-
eral O(n) messaging overhead for each node. On the other
hand, BASE uses BGP update messages only once to dis-
tribute marking values. Therefore, it can be denoted by
O(1).

It is difficult not only to store the routing information of
all nodes in each node and but also to change the updated
routing information in all node whenever even one of the
routing paths is changed. Therefore, DPF is not good for
implementing because of space cost and messaging overhead.
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However, BASE has no more additional cost because it only
distributes marking values on the existing routing protocol
and doesn’t need any further messaging overhead.

6.4 BASE Limitations

While BGP distributes routing information between ASs,
BASE uses BGP to distribute marking values. There are
a few limitations coming from the use of BGP as a broad-
casting mechanism. Routing asymmetry in a certain BASE
configuration and routing policies that do not forward up-
date messages provide opportunities to drop legitimate traf-
fic. However, legitimate packet dropping according to AS’s
routing policy and routing asymmetry occurs only during
an attack because BASE is turned on only during an attack
when the victim wants to filter attack packets. Without
any defense mechanism, almost all the legitimate packets
destined to the victim would be dropped during an attack.
Therefore, legitimate packet dropping during an attack is
not a big problem.

Policy issues remain more problematic with smaller ISPs
or stub ASs as opposed to transit ASs of major tier-1 or
tier-2 ISPs. AS-level asymmetry will not happen between
neighboring ASs, but between ASs in a long path. Thus,
asymmetry depends on the distance between ASs, imply-

ing that BASE can protect attacks from near ASs but may
provide misleading information from remote ASs. Nonethe-
less, attacks from distant ASs have more opportunities to
encounter BASE filters than attacks from near ones.

We could design our own protocol instead of utilizing
BGP to spread BASE information. A dedicated protocol
would work in a manner similar to the BGP-enabled BASE
scheme, while retaining favorable properties for incremen-
tal deployment. This would resolve asymmetry issues be-
cause we can store every possible mark, eliminating the issue
of false-positive. However, distributing marking values re-
mains a significant problem without direct integration with
the routing protocol because of the difficulty in maintaining
up-to-date marking information.

7. CONCLUSIONS

The BASE mechanism is suggested for fulfilling the incre-
mental deployment properties which are essential for adop-
tion in current Internet environments. Along with distributed
filtering, cryptographic packet marking, and on-demand fil-
tering for the destination addresses of the victim’s network,
the protective power is enhanced as BASE filters are dis-
tributed gradually. The BASE mechanism is superior to
existing solutions because a) it is more effective than others



when partially deployed, and b) it offers a greater immediate
benefit to deployers.

BASE is a likely candidate for overcoming the barriers to
wide-spread adoption that have prevented other mechanisms
from taking hold. This is because of its ability to prevent
spoofing of a large percentage of the IP address space when
it has only been deployed to a comparatively small percent-
age of that space. However, some challenges still must be
surmounted. AS’s routing policies may prevent the BGP up-
date messages from propagating to a neighboring AS, and
also malicious BASE speakers at compromised routers can
pass attack packets and drop legitimate packets. Addition-
ally, the effect of real-world routing policies on distribution
of BASE control data needs further examination. Despite
this, BASE is a promising new direction in IP spoofing pre-
vention.
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