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Abstract—Once a critical mass of nodes is infected by a Interestingly, as technically savvy security researchense
worm it becomes very difficult to stop the worm from infecting been analyzing scanning-based self-propagating worms ex-
a large fraction of vulnerable nodes. Therefore, the focus of ploiting intricate software vulnerabilities; malware eépers

strategies for worm defense has been to detect the worm beforeh b d loping technically | W t I i
it reaches that critical mass. In this paper we present a novel Nave been developing technically less savvy yet equallgro

distributed coordination technique for worm propagation and attack vectors using email and P2P file sharing. Of the
synchronization that can persist under the radar of detection more than twenty thousand worms and viruses reported by

mechanisms long enough to achieve critical mass for a full Symantec in year 2005, only a handful were scanning-based
fledged attack. We discuss the stealthy worm propagation and ge|t_nropagating worms that exploited a software vulniditgb
synchronization approach exploiting a P2P file-sharing network. .S - - .
[27]. The majority of malware discovered was viruses, which
is basically an executable code, compiled for a particular
platform, typically MS Windows. The propagation vectors fo
The emergence of flash worms in the wild, as hypothesizétkese viruses are mostly email, P2P or instant messaging,
by Staniford et al. [24], [25], has stimulated interest imstead of vulnerability scanning. It can be difficult to eetta
automated detection of Internet worms [9], [16], [23]. Farlvirus if it does not exhibit any unusual behavior like openin
detection being crucial in immunizing hosts and/or setting back door or altering the kernel. Therefore, in theory a
up network filters, many techniques have been developedR@2P virus can persist under the radar as long as it behaves
detect and diffuse worms and viruses in early stages [14ike a normal P2P application; surreptitiously using thePP2
[20], [26], [35]. In response, worm writers have attempted toverlay network itself for distributed coordination withher
develop even quicker propagation techniques to outpase thinfected nodes. In this paper, we present a stochastic model
defensive mechanisms. Although faster propagation helpsfor P2P virus propagation and coordination such that once a
gaining quick momentum, it also leads to early detectiagritical mass of nodes get infected, all covert nodes become
of worms, thereby helping the defensive mechanisms. Mavare of that with high probability and can drop their cover
et al. have proposed self-stopping worms that stop scanntegsimultaneously launch a usual scanning-based Intevioet-
after a critical mass of nodes is infected in order to avoidorm infection. Effectively, we propose a novel malcode
further exposing infected hosts [10]. In this paper, we pegp termed “Worus” that starts out as a virus and then morphs
slow and covert propagation even in early stages of worimto a worm. A worus can potentially beat worm defenses
infection to avoid worm detection until a critical mass othat require a typical delay df’; after detection to activate
nodes is infected. In addition, we propose a stealthy distieid filters over the global Internet (see Figure 1).
coordination mechanism for worm synchronization that doesThe remainder of the paper is organized as follows. In Sec-
not require command and control channels like IRC, whidfon Il we discuss the related work in the area of worm/virus
could be easily detected by network monitors. Instead, s& Upropagation. Section Ill presents a background on P2P file
of discreet in-channel communication of an overlay networkharing protocol. The Worus propagation model is discussed
a worm can spread and coordinate without raising an alarnn Section IV, while Section V describes the distributed
P2P file-sharing networks can provide a vast overlay neteordination scheme based on probabilistic counting.i@est
work ideal for stealthy propagation. P2P networks are nbf and VII present a simulation model and its results. Sectio
alone in providing an application-specific network overlaylll proposes some countermeasures against the proposed
email is another example, which has recently seen numerdierus. Directions for future research and conclusions are
worm outbreaks. Though what makes P2P file-sharing netresented in Sections IX and X, respectively.
works unique is that (1) they are large and distributed ngks/o
that are neither managed nor controlled by anyone, (2) due to
enormous amount of data transfer that takes place on themComputer security researchers have applied the knowledge
it is much easier to conceal malicious content and messagedhe field of epidemiology to estimate the birth, death and
as part of regular communication, and (3) nodes connectedctae rates of virus infections in computer networks to model
a P2P network by definition are aware of other nodes on ttiee infection trajectory [15]. Zou et al. [36] developed a
network and hence do not have to randomly scan the Interpeppagation model that fit the spread of the Code Red worm.
for vulnerable hosts. Wang et al. [28] describe propagation models in terms of

I. INTRODUCTION

II. RELATED WORK
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Fig. 1.  This figure illustrates how a delayed yet quick ramp f@iglietributed stealthy worm coordination mechanism termeartis” can gain higher
penetration than a traditional worm, when defense techsiqfter detecting the worm activity exhibit a minimum delayZgf before successfully activating.

graphs, removing some of the constraints of previous modéisprovements in the protocol. Bawa et al. [4] have develaped
where homogeneous connectivity between nodes is assunradchanism based on birthday paradox to determine aggregate
Propagation models of other non-homogeneous systems, scehtent on a P2P network.

as wireless networks [13] where the issues include dynami-
cally changing connectivity levels, have also been dewelop
Zou et al. [34] modeled the spread of email viruses consideri P2P file-sharing is a decentralized end-user application
factors such as email checking time and the probability ofvghere millions of users across the world interconnect with
user clicking on an attachment. Similarly, instant messggieach other on an ad hoc basis to share files. Although

worms were analyzed by Mannan and van Oorschot [11]. decentralized, P2P networks can be structured or unstagttu
Por|]oular P2P networks like Gnutella and KaZaA are classified

as unstructured as the placement of data files is completely
{(Mrelated to the network topology. In contrast, on struedur
P2P networks such as Chord [5], CAN [18], PASTRY [19] and
pestry [33], the nodes are positioned based on the content
ey offer. Content search in the latter is more efficienttigh

I1l. BACKGROUND

On the other hand, considerable research has focused
developing techniques to specifically enhance (or contali
the severity of infection [24], [25], [29], [31]. Weaver et
al. describe a number of new and highly virulent techniqu
that could be employed to increase infection rates andtlsteat

[30]. The techniques proposed include hit-ist scanningefe the use of techniques such as distributed hash tables. On the

the worm contains a bunt_-m list of yulnerable hosts) e hand, searching on Gnutella is done rather randomly
a Warhol worm; permutation scanning (where worms limit tl‘\%. :

Utllhied"ltemﬁt f'tzhed h't;L'StS' dOurW_Erk is perhaps TSSBer Gnutella packet header. In order to improve the efficiency of
related 1o what the authors describe as a SUrreptitious WollR, o1, i the Gnutella architecture, the Query Routingde ot
However, during the later phase of our attack, the worm co

S . was developed in which special nodes, called ultrapeers

be classified as a hybrid Warhol/flash worm. maintain a has% table of contgnt available at their resqz&cti

While the security aspects of P2P have been studied l@af nodes. They perform a lookup within these tables before
past, the focus has been on improving their architecture [$¢rwarding a query to the leaves in order to limit unnecessar
[18], [19], [33], strengthening the P2P network, rathernthaguery messages.
considering the possibility that the P2P network itself may A typical host on a P2P network shares files by copying
be used as an attack vector. Recently, some researchers lla@m to a specific folder and then publishing the contents
looked at this issue, for instance, Daswani et al. [6] siteulaof that folder to the network. The contents of the folder can
the impact of a Gnutella DoS caused usigqgery flooding. then be searched by other users on the network and copied if
McGann [12] describes how a self-replication attack can lgesired by them. P2P viruses (or trojans) propagate by ogpyi
launched through the Gnutella network and also discusges themselves to the user’'s shared directory under a deceptive
susceptibility to Man-in-the-Middle attacks as well as tpomame, such as a popular video game, song or a movie. The
crawlers. Zeinalipour-Yazti [32] focuses on the explaéitat users who download these files also copy the virus and thus
of the inherent security weaknesses in the Gnutella prbtoccontinue to propagate it on the file sharing network. In the
The experiments they conducted outline the ease with whiphst three years, over 300 such viruses have been found [2].
these security flaws can be converted into DDoS attaclk®2P viruses like other worms and viruses strive to steakéeith
user privacy violations and IP harvesting mechanisms. Thager information (for identity theft, fraud etc.) or comimgt
evaluate protection against such attacks and suggesincertasource (to form botnets, DDoS etc.).



IV. WORUSPROPAGATION MODEL Step 3: A variable parametgf is used to set the limit on
rﬂ%\? consideration set. Allowing this parameter to be a gia

virus in its initial phase when the malcode diffuses througf'SUTes greater accuracy as this variable can be modeled bas

user queries. The users query for files and receive responé)é’susage patterrfs.

some of which are infected by the worus malcode. Once the ! NUS, depending on whether the querying node is a leaf or

user clicks on an infected file, its P2P client gets infected a2" Ultrapeer, we can determine the probability that a qbéry-
starts returning worus infected files in response to quéroes 1 @ USer's consideration set is malicioys,. _
other users. However, at this time the worus does not commit2- FOr the sake of simplicity, we assume that the user is
any other malicious action(s) in order to avoid detection B§AUally likely to select any response from the considenatio
early warning systems. Only after a critical mass of nod€&t- Therefore, the probability of a query-hit being dovaded
get infected in this way, the worus transforms into a wornfduals1/f. Hence, we evaluate the probability of getting
starts to directly infect other hosts and performs its idegh nfected,

malicious actions. pi =pm X 1/f 3)

. A silmpgfied ;nltl)del for the diffusion in virus phase can be |, ine following section we present the mechanism through
ormulated as follows: which these infected nodes learn about and coordinate with

The worus technique that we propose behaves like a nor

N(t') = N(t) + A(t) (1) other infected nodes on the network.
Where, V. PROBABILISTIC COUNTING
N(t): Number of infected nodes at time t; t-t is one time |n this section, we describe a novel probabilistic counting
unit _ o ~ mechanism that the worus infected nodes use to monitor
A(t): Number of nodes infected during time t'-t by the virughe state of infection on the network. Instead of an explicit
diffusion communication channel, nodes rely on query and query-hit
. messages that are part of the P2P protocol to coordinate.
The A(t) is calculated as follows: Distributed and secret coordination between the nodes is an

integral aspect of the attack we describe. It ensures that (1

At) = pi x (No = N(t)) ) every infected node launches the attack at the same time,

Where, and (2) malcode is not detected before it reaches the dritica

p; © Probability that an uninfected node is compromise@iass. Once the critical mass is achieved the worus immedi-
within a time interval ately transforms into a worm and all infected nodes launch
Ny: Total number of nodes on the network a synchronized attack. Synchronization is achieved throug

multiple stages of coordination described below.

When a P2P user issues a query, the probability that hisEach node in the network, which is infected through the
client gets infected depends on two factors. First, thaeastl Virus infection process described in previous section, can
one of the query responses received is infected and, secd?®ong to one of three phases based on its knowledge of
that the user clicks on a infected response. We calculate the spread of infection in the network. As the node learns
two probabilities below. of more infections on the network it progresses from phase 1

1. In order to determine the probability that a maliciout® phase 2 and so on. Therefore, as more nodes get infected,
query-hit makes it to the user's consideration ‘sete make infected nodes progress to later phases. The purpose ofthavi
the following intermediate computations, multiple phases is that with every successive phase chémge,

Step 1: Experiments were conducted on Gnutella netwd@vel of synchronization achieved across nodes is highes T
to determine the average number of nodes that can be reac#isiiibuted synchronization is used to evade worm defenses
0-6 hops away from any random node. The values obser/dydelaying the worm phase. We describe the phases and the
based on whether the querying node was é]eaﬁn u|trapeer SynChronization process in detail in the next section.
are reported in Table I. _—

Step 2: With each node responding on an average to ia% Phase Definitions
of the queries they receive [8], we can determine the averagel) Phase 1:When a node is initially infected (by down-

number of responses that are received for any random qud@@ding a virus from a malicious peer), it is considered to be
in phase 1. As the number of infected nodes on the network

1The user’s consideration set are those responses thatspleydid on the increases they need some mechanism to keep tract of their
screen to the user from which he chooses one. count. In order to estimate this count, each infected node

285% of nodes on a Gnutella network are leaf nodes [8]. . . . .
3The anomaly in # of nodes reached for 5th and 6th hop for ulerajse generatesR files with b bit long random filenamés Al

attributed to the fact that several clients have implemenkégh*out-degree”

wherein a client reduces the TTL of a query to 4 if it has a highaegree ~ “Casual discussions with many P2P users suggests a conisidesat of
in order to limit the query responses for optimizing bandwidththe case 15-20.

of a leaf node, the connection to its immediate ultrapeer iscoanted as a  SGenerating random filenames as opposed to predefined filenaoneases
hop. the stealth of the attack and reduces possibility of falsstpes.



TABLE |
REACH OF ULTRAPEER AND LEAF NODES IN A GNUTELLA NETWORK

[ Hops | Number of nodes reached from ultrapeemNumber of nodes reached from leaf

0 25 4
1 156 24
2 1867 1354
3 16465 12317
4 37429 32807
5 0° 32807
6 0 7266

infected nodes then periodicdilguery forr (< R) files each knowledge. In order to speed up the process of getting the
of which has a random filename of lengbhbits, expecting remaining nodes into phase 3 it generd®sR’-R files. This
positive responses (query-hits) from other infected naales is to help nodes that are still in phase 1 or phase 2 to quickly
the network. A node continues to remain in phase 1 until titansition to phase 3. The expected number of nodes in phase
receivest (< r) query-hits. On receiving hits, the infected 3 can be calculated as follows:
node progresses to phase 2. The same seffitds is queried
periodically such that the phases are time-independent and E[z"] = N(t) — E[z] — E[z'] — E[2""] (4)
depend only on the actual number of infected nodes in the
network. We model the event of receiving a query hit aé/here,
a Bernoulli trial and compute the probability of getting = = Number of infected nodes in phase 1
hits using a binomial distribution. We use it to compute the’= Number of infected nodes in phase 2
probability of a node being in phase 1, i.e., getting less tha’’= Number of infected nodes in phase 3
t hits for ther queries sent. 2"" = Number of infected nodes in phase 4

With an estimate of the number of infected nodes in the
network currently in phase 1y, and the probability of being  4) Phase 4:When a node reaches phase 3, the worus turns
in phase 1,Pr(hits < t), using recursion we can calculateinto a worm and attempts to infect all the nodes, it can, using
the expected number of infected nodes in phase 1 as followsftware vulnerabilities. The vulnerable nodes that getcited

through this process are considered to be in phase 4. A node
E[number of infected nodes in phase 1Ns x Pr(hits < t) on entering this phase is ready to launch an attack (as irephas
3). The nodes in phase 4 also geneRitdiles to further speed

2) Phase 2:After receivingt hits for ther queries sent, up transition of nodes in phases 1 and 2, and also try to spread
an infected node in phase 1 progresses to phase 2. A ndgdeworm to all hosts on and outside the P2P network. These
transitions into phase 2 when it becomes aware of a certaivo phases (phase 3 and phase 4) are essentially diffeszhtia
infection count having been reached in the network (based loy the mechanism through which they are infected otherwise
thet hits received). In order to achieve synchronization amoniey exhibit the same behavior. As mentioned before, thé goa
infected nodes, nodes in phase 2 have to speed up the proo¢dsaving multiple phases is to finally have an abrupt phase
of informing other nodes in phase 1 of the current infectiochange, such that all nodes can attack simultaneously witho
count. In order to do so, the nodes in phase 2 gendétafe any external trigger.
additional files so that nodes in phase 1 would have higher
probability of receiving a hit. At the same time, they novB. Analysis
query forr files, which include the files used in phase 1.  prophapility of an infected node getting a query-hit is deter
The phase 2 nodes wait for at ledst(> t) hits after which ineq using birthday paradox [4],
they can progress to phase 3.

With an estimate of the number of infected nodes in the _ (] _ o (@R+a’R 2" R 42" R")/2b 5
network currently in phase 2N, and the probability of p*( € ) )

being in phase 2Pr(queryhits < _t/)' we can reqursively 1) Modeling Phase 1The probability of getting hits from
calculate the expected number of infected nodes in phase ?‘queries is modeled as a binomial distribution.

3) Phase 3:0nce a node gets into phase 3, it is ready
to launch the attack because not only does it know that the
infection threshold has been reached, but it also knowsatha\tNhere, q
large proportion of other infected nodes also share the same

5The periodicity of these random queries has to be choseroppately to .The prOb?-bility of being _in phase 1 is equal to the proba-
ensure a certain degree of synchronization. bility of getting less thart hits.

P, =C(r,t)p'q"" (6)

= 1-p, the probability of not getting a hit.



TABLE I

t—1 SIMULATION PARAMETERS
Pr(hits <t) =Y P, 7 TR TR
=0 17 | 15| 10 | 6 | 85 | 15 | 11 | 500
Hence,
Elz]new = E[]pres X P(hits <t) (8) simulator GnucNS developed by the makers of the Gnucleus
Where Gnutella client [3]. The GnucNS simulator was designed as a

at&ol to study the performance of the Gnutella network and has
a number of programmable parameters. It supports versén 0.
h%f the Gnutella protocol and comes with support for features
such as ultrapeers, node upgrade and downgrade algorithms,
and average connectivity. CMU-GNS supports a number of
extensions to the basic simulator. The network parametafs h
been adapted for bandwidth and average connectivity to more
accurately reflect current statistics [8], [21]. Our sintafa
) also more accurately follows the Gnutella RFC for the query
generation and routing [1].

The probability of being in phase 2 is equal to the proba- The simulation takes place in two stages. During the first
bility of getting fewer thart’ hits. stage a lookup table is constructed that takes into accbent t
current network topology and determines for a given number
of malicious nodes how many of those are in each phase of the

E[z]prev := Expected number of nodes in phase 1 at the |
infected count

E[z]new = Expected number of nodes in phase 1 at t
current infected count.

2) Modeling Phase 2:The probability of gettingt’ hits
from r' queries is,

Py =Cl ) g

t'—1

Pr(hits <t') = Z Py (10) probabilistic counting mechanism. The second stage thes us
=0 the diffusion model developed above to increase the number
Hence, of malicious nodes with time and at each time instant looks up
, , . , the table generated during step 1, to determine which nodes
Ela'new = E[2]prev x P(hits <t') (11)  would transition to the next phase.
Where,
E[z']prev = Expected number of nodes in phase 2 at the last VIl SIMULATION RESULTS
infected count Using the simulator described above, we model the spread
E[#']new = Expected number of nodes in phase 2 at tH¥ infection on a small network of 500 nodes. The parameters
current infected count. were adjusted so that the final worm attack would be launched

when the number of nodes ready to attack was close to 90%.
3) Modeling Phase 3:From Section V-A.3 we have ex- The parameters used for the probabilistic counting are show

pected number of nodes in phase 3 as, in Table II.
In Figure 2, we plot the results from the simulation, with

Ela"lnew =T = Elz]new — E[2'lnew — E[z"]new  (12)  the percentage of nodes in each phase against the total numbe
Where, of malicious nodes in the network. The number of non-
T := Total number of nodes currently infected malicious nodes in the network decreases steadily as @dect

E(2")new = Expected number of nodes in phase 3 at tHepdes transition into higher phases. As expected, we observ
current infected count a sudden transition of nodes into phase 3 which results in a

E(2")new = Expected number of nodes in phase 4 at treynchronized attack. It is important to note that the adioa
current infected count. taken is dependent on the rate at which coordination queries
are sent. There is indeed a trade-off here in achieving 1ses#

4) Modeling Phase 4Number of infected nodes in phasé/vhile maintaining low rate of queries to evade detection.

4 is modeled as explained in Section V-A.4. VIIl. C OUNTERMEASURES

Gnutella network (much like other networks seen in nature)
VI. SIMULATING A PZPNETWORK is scale-free and exhibits a heavy-tail or power-law nature
The large scale interest in P2P systems has stimulafEtis means that a few nodes (usually the most popular
research efforts for simulating P2P networks. The GeoegihT and dependable ultrapeers) have a large outdegree while the
network simulator [7] simulates a large-scale P2P netwitiek | remaining nodes have much lower outdegrees. This mathemat-
Gnutella using a generic framework that supports packet levcally implies that the variance exhibited by the node degiis
details. Similarly, a Query-Cycle simulator which attempt infinite. Pastor-Satorras and Vespignani [17] show arzifti
accurately model real-life P2P networks is described if].[22and empirically that in a scale-free network the conceptrof a
Our simulator, CMU-GNS, is built on top of a basic Gnutellzpidemic threshold, generally associated with epidergiglo
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Fig. 2. This figure shows that initially almost all infecteddes are in phase 1, but as the number of infected nodes appsod6i (i.e. =90% of nodes in
the network), all infected nodes get quickly synchronizedd simultaneous attack.

does not exist and viruses with even low spreading ratds innovative attacker might find it relatively easy to bypas

can survive for long times. They also show that immunizinthis security mechanism by adjusting the tunable parameter
random nodes in the network has no effect. Therefore, notiat form the probabilistic counting method. By doing so, an
of the traditional immunization strategies would work as attacker can make allowance for those query-hits which may
countermeasure for the attack we described. have come from immunized ultrapeers. Therefore, we believe

We have developed a countermeasure, which may not that a more advanced security scheme is warranted if such
able to completely stop the attack but can certainly redué‘@_attaCk is _observed. Fur_ther_more, th_e detrimental impact
its severity by ensuring that fewer nodes participate in tf¥ implementing such a noise introduction scheme must be
synchronized attack. If used in combination with other worf@tudied to observe any loss in functionality for normal sser

detection and suppression techniques, it may render tbekattWhP_ will be apnoyed by seeing many bogus hits to their
ineffective. legitimate queries.

We observed that the effectiveness of our attack stems from

the fact that a large number of nodes simultaneously igitiat ap effective approach, that has emerged in practice to filter
the attack. Hence, _if it was _po_ssible to artificially reducgyt known P2P viruses is through use of rating systems for
the threshold at which a majority of nodes enter phase fjes on the networks. Instead of just relying on the filename,
and to also reduce the initial slope of the phase 3 curvgsers are able to view other users’ rating of the file as linked
then, we could ensure that fewer nodes would participg§its content hash, such that infected files are less likelyet
in a synchronized attack, thereby limiting it; efficacy. Wgosted and copied by unsuspecting users. However, this ap-
therefore suggest that ultrapeers respond with bogus qu&fypach is effective only against known viruses, and espigcia
hits to querying nodes, in order to introduce noise in thefyainst those viruses that have exhibited specific makciou
counting mechanism and thus throw their synchronizgti%tions_ Moreover, considering the increasing sophistica
off. Using the same parameters as those used to obtain #i&tacks we believe that it is likely that in future the \dru
results described above, we implemented this countermeasgyorus) infected clients could easily rack up the ratings of
strategy. The results were encouraging, indicating €aheet e viral files, enticing users to download them. Therefor
of phase 3 and a much slower transition. Figure 3 shows g attack that we have described could potentially become a
results of the simulation with the countermeasures in Use. ggrious threat that requires further research attentiofintb
However, there are some limitations of such a defens#efenses.
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Fig. 3. This figure shows that by providing dummy hits the syonkration of infected nodes is thrown off. Infected nodessition into phase 3 much
sooner thereby reducing the efficacy of force multiplier etffe

IX. FUTURE WORK importantly, the stealth during the initial phase, the guamp
P to an attack state, and finally the full blown worm/DDoS

Though our simulator attempts to model the Gnutella .
. . attack only goes to show that serious thought must be put
network accurately, its features could certainly be extend. . :
. into the security of P2P networks, and overlay networks in
to support the dynamic nature of the network due to ent

r i
and exit of nodes as well as real-world Gnutella traffic(.},eneral' We havg successfully showq that combining fwo
attack methodologies can only serve to increase the matgnitu

Network flux could play a significant role and potentiallyf the attack at the same time letting the attacker remain

act as an inherent countermeasure because when malicious
anonymous. The absence of a command and control chan-

n ffline/online th n throw off synchronization. ) . . .
odes go offline/online they ca ow ot synchronizatio nel differentiates Worus from other traditional worms. €&m

Certain parameters that are part of the diffusion model h Bomb-based worms can also achieve similar synchronization
been obtained through prior research work. Since most of y
In_absence of command and control channel, but they may be

papers cited have based their results on experimentalsxsetggt off 100 early in the worm bropagdation cvole or too late in
in Gnutella v4 networks, there exists a need to validater thg| y propag y

findings on a Gnutella v6 setup. In addition, the assumptione worm detgctpn cycle. L
When considering countermeasures, it is important to con-

regarding equiprobable download pattern of query hits in a ; .
consideration set is simplistic and needs to be modeled m }ger the impact they have on normal usage. Any improvement

accurately through a proper user study. 0 the protocol that reduces the functionality or increabes

As outlined earlier, the approach of rate limiting does nc?tqs.S'b'“ty O.f being tracked is not likely to be acceptabe t
. ; millipns of file swappers on the Internet.
serve as a substantial countermeasure against the propos s .
inally, the worus approach proposed in this paper is génera

attack and more research is required in this area. A possiglr(]ad can be anolied to anv popular overlay network like email
extension could be to explore if the query pattern or in-clehn P y pop y

or messaging. Therefore, more attention is required froen th

mmunication of wor n isticall i r : .
communication of worus can be statistically detected ifyea security research community to tackle these new threatsdef

]E)"r;ises, even if attackers generate plausibly random|=1gok|attaleerS implement them in the wild.
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