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Abstract

Key management has two important aspekéy. distribution which describes how to disseminate
secret information to the principals so that secure comaatioins can be initiated, akgy revocation
which describes how to remove secrets that may have beerrconged. Key management in sensor
networks face constraints of large scale, laclagfriori information about deployment topology, and
limitations of sensor node hardware. While key distribatitas been studied extensively in recent
work [1, 2, 3, 4, 5], the problem of key and node revocationeins®r networks has received relatively
little attention. Yet revocation protocols that functiooriectly in the presence of active adversaries
pretending to be legitimate protocol participants via camnised sensor nodes are essential. In their
absence, an adversary could take control of the sensor retwaperation by using compromised
nodes which retain their network connectivity for extengediods of time. In this paper, we present
an overview of key-distribution methods in sensor netwaihd their salient features to provide context
for understanding key and node revocation. Then we definie pasperties that distributed sensor-
node revocation protocols must satisfy, and present a gwbfor distributed node revocation that
satisfies these properties under general assumptions éamadasd attacker model.

*The views and conclusions contained in this paper are thioke @uthors and should not be interpreted as representing
the official policies, either expressed or implied, of Bgs€Carnegie Mellon University, NSF, the US Army Research @ffic
The US Army Research Laboratory, The University of Marylaheé U.S. Government or any of its agencies.

tThis research was supported in part by the U.S. Army Resdaffate under Award No. DAAD19-01-1-0494, and by
the U.S. Army Research Laboratory under Cooperative Ages¢AAD19-01-2- 0011 for the Collaborative Technology
Alliance for Communications and Networks.

iThis research was supported in part by CyLab at CarnegieoMeihder grant DAAD19-02-1-0389 from the Army Re-
search Office, and grant CAREER CNS-0347807 from NSF, anddif ftom Bosch.



1 Introduction

As with all networks comprising geographically distribdit@odes, communication security in sensor net-
works requires effective management of cryptographic kieysontrast to traditional networks, key man-
agement in sensor networks is particularly complex due éddlhge numbers of sensor nodes, the lack
of a priori information about the deployment topology of the netwohle limited hardware capabilities
of the nodes, and the constant exposure of nodes to captumne agtive adversary who could obtain key
material. Two important aspects of key managementkayedistributionandkey revocation Key dis-
tribution refers to the task of distributing secret keyswasn sensor nodes to provide communication
secrecy and authenticity. Key revocation refers to the tdslecurely removing keys that are known to be
compromised. If the cryptographic primitives themselvesdt expose the secret keys — a reasonable and
common assumption — then secret keys can only be exposedrpramising sensor nodes. The problem
of sensor node revocation can thus be reduced to that of kegagon; i.e., by revoking all of the keys
belonging to a known compromised sensor node, we can efctiemove the node’s presence in the
network.

In contrast to key distribution, which has been studiedresitesly in recent work [1, 2, 3, 4, 5], key
revocation received relatively little attention; i.e. tivthe exception of the centralized revocation scheme
proposed by Eschenauer and Gligor [3] and the distributemtegion scheme proposed by Cledral. [1],
no other schemes have been reported to date. Yet, key revodéatas important as key distribution
in sensor network key management. A sensor network is géneesigned for deployment in open,
unmonitored environments exposing nodes to physicallkata€his requires that, in the event of node
capture by an adversary, the sensor network have the abiligvoke the cryptographic keys of captured
nodes. Otherwise, the entire network’s operation may begpcomised by an adversary that surreptitiously
controls both the operation and communication of these siode

In this paper, we first review in brief several known methaaiskey distribution in sensor networks.
This forms the background for our main discussion of the l@mbof distributed key revocation. Dis-
tributed node revocation is useful due to its ability to efiaie compromised nodes without requiring a

central authority that might become an attractive attadeta Thus, distributed revocation improves re-
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action time after node capture and overall system resiiertowever, distributed revocation protocols
are more complex than centralized ones due to the fact tlyabfahe nodes executing the protocol may
be malicious and attempt to block or subvert the protocolsTleven if a distributed revocation protocol
is correctly designed, specified, and formally verified ia #ibsence of an active adversary, assurance of
correct behavior would still be lacking. For example, captunodes could circumvent or block protocol
operation, or collude among themselves to execute the adeocprotocol correctly against legitimate
nodes to disconnect them from the network. So far, researsérisor net key management has been miss-
ing the following tools: (1) a rigorous specification of distited-revocation properties that must hold in a
sensor network even in the presence of an active adver@agyptecise definition of the adversary model,
and (3) a distributed key revocation protocol that satidtiese properties in a general sensor-network
setting.

The main contributions of this paper are a rigorous definitod distributed revocation properties
for sensor networks, a general active-adversary modelagdtocol for distributed key revocation that
satisfies the specified properties under the defined adyarsadel. However, distributed key revocation
cannot be defined independently of the specific key disiobtcheme used in a particular sensor network.
This is the case because some key distribution methods are sadable for specific key revocation
methods (e.g., centralized or distributed), while otheay prevent key revocation altogether. A secondary
contribution of this paper is a succinct overview of key gistribution methods and their salient features

that affect key revocation and overall sensor-network afp@n and resiliency.

2 Overview of Key Distribution Schemes for Sensor Networks

1 The problem of key distribution in sensor networks is asofef. We wish to preload sensor nodes
with cryptographic information such that, after deployitieéhe nodes are able to perform secure com-
munications with each other and initiate a secure networke §cheme must be able to work without
prior knowledge of the network deployment topology and a&kow new nodes to be added to the net-

work after deployment. A further constraint is that the poml must be implementable on the nodes’

1This section is adapted from an earlier article [6]



limited hardware and thus it must have low computational stodage requirements; thus, in this article
we only consider schemes that do not use asymmetric crygyibgr We review several classes of known

symmetric key distribution protocols suitable for sensetworks in this section.

2.1 Fully Pairwise-shared Keys

In this approach, every node in the sensor network sharegaeisymmetric key with every other node
in the network. Hence, in a network afnodes, there are a total ()g) unique keys. Every node stores
n — 1 keys, one for each of the other nodes in the network.

This class of protocols achieves similar security propstrtid the class of asymmetric key-establishment
schemes: nodes captured do not reveal information in theoféke network, and central revocation is
simple (just broadcast the revoked node’s set of keys). Mewyéhese protocols require a large amount of
memory storage space for all the keys, most of which are oy used since nodes only communicate

with their immediate neighbors and do not need to estabkghk kith every other node in the network.

2.2 Use of a Trusted Base Station as a KDC

This method of key distribution uses a secure base stati@ntassted third party (or Key Distribution
Center, KDC) to provide link keys to sensor nodes, e.g.,lamio Kerberos [7, 8]. The sensor nodes
authenticate themselves to the base station, after whechdke station generates a link key and sends it
securely to both parties.

An example of a base-station-mediated protocol is SPIN&;whcludes a protocol where two nodes
A and B can establish a session k&ys 4,5 by communicating with the base station [9]. The properties
of this method of key establishment are that each node oglyines preloaded storage of one single key,
nodes captured do not reveal information in the rest of titeard, and centralized revocation is simple
via authenticated unicasts from the trusted base statitwe. nfain drawback of this scheme is that the
trusted base station represents a single point of compedimisecurity information, and may also induce

a focused communication load centered on the base statiin wiay lead to early battery exhaustion



for the nodes closest to the base station. Another concahatisertain networks do not have a suitable

highly functional, tamper-proof device that can be used secare KDC.

2.3 )\-securen x n Key Establishment Schemes

Blom [10] and Blundcet al.[11] addressed the problem of key distribution and key distainent between
all pairs ofn principals. While these schemes were originally intendedgfoup keying in traditional
networks, and not for sensor networks, we include them hecause of their relevance to the development
of subsequent key distribution schemes for sensor netwBidth the Blom and the Blundet al. schemes
have an important resiliency property, called the Xkgecure property; i.e., the coalition of no more than
A compromised sensor nodes reveals nothing about the paikeisbetween any two non-compromised
nodes.

The main advantage of this class of schemes are that they alfgarameterizable trade-off between
security and memory overhead. Whereas the full pairwisersehinvolves the storage 6f(n) keys at
each node and is-secure, this class of schemes allows the storag®(aj keys in return for a\-secure
property: it is perfectly resilient to node compromise Liexiactly A + 1 nodes have been compromised,

at which point the entire network’s communications are campsed.

2.4 The Basic Random Key Predistribution Scheme

Eschenauer and Gligor proposed the basic random key pibdigin scheme [3]. In this scheme, ket
denote the number of distinct cryptographic keys that castdmed on the key ring of a sensor node. The
basic scheme works as follows. Before sensor nodes areyagplaninitialization phases performed.

In the initialization phase, the basic scheme picks a rangooh (set) of key<) out of the total possible
key space. For each node,keys are randomly selected from the key p@ohnd stored into the node’s

memory. This set ofn keys is called the nodelsey ring The number of keys in the key podly|, is

chosen such that two random subsets of siz@ (Q will share at least one key with some probability
After deployment, neighboring sensor nodes then perforhalienge-response key discovery to find out if

they happen to share keys with each other; if they do, thgngbiblish a secure link. If the probabiljy
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were chosen correctly for the network’s neighbor densiee he paper for details of how this calculation
is made), then the resultant graph of secure links will benected with some high probability. The
remaining links in the graph are then filled in by routing lestablishment messages along this connected
network of initial secure links.

In the basic random key scheme, all nodes use the same key@pddiis implies that the security of
the network is gradually eroded as keys frghare compromised by an adversary that captures more and
more nodes. In this scheme, the number of exposed keys isloligear to the number of nodes com-
promised. This characteristic of the basic scheme motivdgéeelopment of key predistribution schemes
that have better resiliency to node capture. The basic sehegs extended by thecomposite scheme
Chanet al.[1], and generalized by the more advanced probabilisties&s discussed in Section 2.6.

In the g-composite keys scheme, instead of designing for a givebatmibity p of sharing a single
key, the parameters are altered such that any two nodes hgiwveraprobabilityp of sharing at least
q different keys from the key pool. Aly keys are used in the generation of the key which encrypts
communications between sensor nodes, hence, in order ésdrap on the secured link, the adversary
now has to compromise all keys instead of just one. Agincreases, the likelihood of the adversary
having compromised all the keys necessary decreases gemiget However, increasing the probability
of overlap in this fashion naturally involves reducing theesof the key pool). The smaller key pool
size thus makes the scheme more vulnerable to an adversaly is8lttapable of compromising larger
numbers of sensor nodes. This trade-off improves the im@glience of the scheme toward low levels of
node compromise, for a subsequent weakness in securityadacger number of sensor nodes have been
compromised.

In general, random key predistribution presents a desirhtie-off between the insecurity of using
a single network-wide key and the impractical high memorgrbead of using unique pairwise keys. Its
main advantage is that it provides much lower memory overtigan the full pairwise keys scheme while
being more resilient to node compromise than the singlerordtwide-key scheme. Furthermore, it is
fully distributed and does not require a trusted base statio

The main disadvantages of the approach are the probabitisture of the scheme, which makes it



difficult to provide the guarantee of the initial graph of sexlinks being connected under non-uniform
conditions or sparse deployments. Furthermore, sincedaybe shared between a large number of nodes,
this class of schemes does not provide very high resiliegeénat node compromise and subsequent

exposure of node keys.

2.5 Random Pairwise Keys Scheme

The Random Pairwise Keys scheme is a scheme proposed byeCakwhich is a hybrid of the random
key predistribution scheme and the full pairwise keys sangth Recall that in the analysis for random
key predistribution, it was deduced that as long as any twadesaaan form a secure link with at least
probability p, then the entire network will be connected with secure lwkd high probability. Based on
this observation, Chaet al. note that it is not necessary to perform full pairwise keyribstion in order

to achieve a network where any two nodes can find a secure ggtioveach other. Instead of preloading
n — 1 unique pairwise keys in each node, the Random Pairwise Kelysriie preloads: << n unique
pairwise keys from each node. Thekeys of a key ring are a small, random subset ofithe 1 possible
unique keys that this node could share with the otherodes in the network. By the same reasoning
as the random key predistribution scheme, as long as thdseys provide some sufficient probability

of enabling any two neighboring nodes to be able to establisécure link, the resultant graph of initial
secure links will have a high probability of being connect@ithe remaining links are then established
using this initial graph exactly as in the random key preifiation scheme.

In their paper, Chaet al. present a preliminary initial distributed node revocaseheme that makes
use of the fact that possessing unique pairwise keys allodssto perform node to node identity authen-
tication. In their scheme, each of thenodes which share a unique pairwise key with the target niaele (
the node’sparticipantg carries a preloadedotewhich it can use to denote a message that the target is
compromised. These votes form a Merkle hash tree [12] with leaves. To vote against the target node,
a node performs a network-wide broadcast of its vote (i®leaf in the Merkle hash tree) along with the
log m internal hash values that will allow the other participasftthe target to verify that this leaf value is

part of the Merkle hash tree. Once at leaptrticipants of a given target have voted, and the votes have



been verified by the othen participants using the Merkle hash tree,ralhodes will erase any pairwise
keys shared with the target, thus revoking it from the nekwor

The Random Pairwise Keys scheme inherits both strengths@akihesses from the full pairwise keys
scheme (see Section 2.1) and the random key distributiognsel{see Section 2.4). Under the random
pairwise keys scheme, nodes captured do not reveal infmmit the rest of the network, and central
revocation can be accomplished by just unicasting to eatheoodes that share keys with the revoked
node. It also involves a much lower memory overhead thanuthedirwise keys scheme. Unfortunately,
like the random key predistribution schemes, it is probsiiiil and cannot be guaranteed to work in non-

uniform or sparse deployments.

2.6 Multi-Space Key Schemes

This class of schemes is a hybrid between random key priggistm and the\-securen x n key estab-
lishment schemes. These schemes were first proposed by D{taand by Liu and Ning [4].

Recall that in random key predistribution, a key pool is fgstected from the universe of possible
keys. Each sensor node is then given a set of keys from the d@yspch that any two nodes possess
some chosen probability of sharing enough keys to form a secure link. Multi-space $®@yemes use
the same basic notion of random key predistribution, butkesespacesvhere individual keys are used
in random key predistribution. Hence, the key pool is repthby a pool of key spaces, and each node
randomly selects a subset of key spaces from the pool of kaegespsuch that any two nodes will have
some common key space with probability Each key space represents a unique instance of a different
A-securen x n key establishment scheme (for example, Blom’s scheme FH#,Section 2.3). If two
nodes possess the same key space, they can then perfornetlamtg-securen x n key establishment
scheme to generate a secure session key.

The main advantage of of multi-space schemes are that nadpromise under these schemes re-
veals much less information to the adversary than for thdaankey predistribution schemes. However,
they retain the disadvantage of being probabilistic in ra{no guarantee of success in non-uniform or

sparse deployments) and furthermore they experience tashibid-based sudden security failure mode
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that is a characteristic of thesecure schemes (see Section 2.3). Other schemes havenediisiecure
schemes with other constructions than random key-spaeetisi; Liu and Ning [4] in particular de-
scribe a deterministic grid-based construction wheredfmeces are used to preform intermediary-based

key establishment between nodes.

2.7 Deterministic Key Predistribution Schemes

One drawback of the random key distribution approach is ithdbes not guarantee success; Lee and
Stinson [13], as well as Camtepe and Yener [14], both propes® combinatorial design techniques to
allocate keys to nodes in such a way as to always ensure kepghatween any two nodes. The amount
of memory required per node is typically some fractional powf the overall supported network size
(e.g.0O(y/n)). The main drawback of these schemes is that the same kegsanedl between many nodes
leading to weaker resilience to node compromise. Chan an@jP@ve proposed a deterministic scheme
using peer nodes as intermediaries in key-establishmehtsivhilar memory overheads [15]; compared
with the combinatorial design approach, this scheme traffescreased communication cost for greater

resilience against node compromise.

3 The Node Revocation Problem

Key revocation for captured sensor nodes poses new desajlerfpes that do not arise in key pre-
distribution. Key revocation protocols are carried outhie presence of active adversaries. These adver-
saries can both monitor and modify network messages, ane imgortantly, can pretend to be legitimate
participants in the protocols themselves. Captured (anddheompromised) nodes may act as an adver-
sary’s surrogates within a revocation protocol, and majudel to subvert its execution (e.g., they could
block the operation of the protocol by exhausting resouotdésgitimate nodes, or refuse to carry out key
protocol steps). Thus, a specific challenge in the desigewfaation protocols is to achieve revocation
of sensor nodes that are compromised by an adversary ddsp#etive participation of that adversary in

the protocol. An additional challenge, which is shared Wik pre-distribution protocols, is that of using



only limited computation and communication resources @glotocol design; i.e., revocation protocols
must rely on very simple cryptographic primitives and aehitheir goal with a limited number of mes-
sages. For example, effective primitives include hashtfans such as SHA-1 [16] and hash trees [12],
authenticated encryption of protocol messages in one passtive message data using only the block
cipher [17, 18, 19], and evaluations of low-degree polyradgi In contrast, energy or memory inten-
sive primitives such as public-key based primitives or emssis protocols that reach agreements in the
presence of malicious adversaries and require multipleor&twide broadcasts are much less desirable.

Recent research on key revocation in sensor networksrdliesttwo different approaches with orthog-
onal properties; i.e., a centralized approach (e.g. fobt#mc random keys scheme [3]) and distributed
approach (e.g. for the random pairwise scheme [1]). In tirakzed approach, upon detection of a
compromised node, a base station broadcasts a revocatgsageeto all sensor nodes that need to remove
the copies of keys to be revoked from the compromised node.

In distributed revocation for random pairwise pre-disitdal keys [1] (see Section 2.5), revocation
decisions are made by the neighbors of a compromised nodeseTieighbors vote to decide whether to
revoke a given node and, if the vote tally exceeds a specifiethold, revocation takes effect. In con-
trast with centralized revocation, distributed revoaasbould be faster, as it requires predominantly local
broadcast messages that are inexpensive, and avoids @ goigl of failure. These features are important
since compromised nodes must be sealed off and effectiisdpuinected from the rest of the network ex-
peditiously. However, the current known distributed reatoan protocol proposed for the random pairwise
scheme solely uses network-wide broadcasts of long messabech is slow, consumes communication
energy, and makes the network prone to denial-of-servizeks. Furthermore, its operation requires
each node to keep a record of which votes have been heardtsebeginning of the network’s lifetime.
Not only is this memory-intensive, but it also can lead tdestdate and incorrect results. For example,
suppose that on average, once a month each legitimate sed®may mistakenly detect a neighbor as
having malicious characteristics, causing a revocatidae tmbe released against it. Further suppose that
the threshold number of votes for revocation is 3. Since @atd, once cast, can never be retracted, this

means that on average any given legitimate node will be evdlom the network in much less than 3
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a>b | ais“much greater” tham, we define this to mean:
we can always safely assume> b regardless of network topology,
or changes due to node death, revocation, or compromise.
Specifically, the adversary does not have the ability to makeb at any point in time.
A, maximum time taken for a local-neighborhood broadcast ity fwopagate.
AW maximum time taken for a network-wide broadcast to fullygagate A, > A..
Ay length of time in the revocation session when a node is listeto votes
and recording them (i.e. the length of time a session is imthiwestate). A, > 2A.
AW maximum time duration of a revocation process from the tinesfirst vote is sent
until the node is revoked, or the entire sensor network krtbasthe session is over
Aoz maximum number of nodes that have established a local 1-&pgddink with any node
I.e. the maximum number of local participants for any node
E{M} | messagé/ encrypted with key: using an Authenticated Encryption (AE) mode
H(z) cryptographic hash of the value
H(p) cryptographic hash of coefficients of the random polynomial
e.g.ifp =ao+ a1x + axx® + ... + a,_12'~! wherea,; are randomly selected
thend (p) = H (ag|lax||az]] ... [|ar1)
m number of participants of each node
(i.e. nodes which share pairwise keys with the node)
n number of nodes in the network
qBs t-degree random polynomial used for revocation sessegainst node3

Stotal

total number of revocation sessions available against eagé

threshold number of votes needed to revoke a node

Figure 1: Notation used in this paper

months. These serious flaws make the current scheme ingaiacti

In general, distributed revocation is inherently more ctaxphan centralized revocation. Such proto-
cols are inherently prone to design error, and the veriticadif their correctness becomes essential. Cor-
rectness verification requires precise definition of botlocation properties and adversary attack model.
Both have been lacking to date. In this article, we presemfitht precise definition of desired properties
for the design of distributed revocation protocols. Funihere, we present the first distributed revocation
protocol that can be shown to fulfil the list of desired prajes: It is hoped that this new protocol can

demonstrate the usefulness and viability of the providach&work, thus facilitating further research into

distributed node revocation schemes.
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4  Adversary and Communications Model

In this section, we list the assumptions that are generddgmbde revocation problem. This defines the
standard adversary and communications model describedthg iiterature for key distribution in sensor
networks [1, 2, 3, 4]. These assumptions are independenteofi¢tails of our proposed protocol (for

protocol-specific assumptions, please see Section 6.2).

1. Adversary has universal communication presence\We assume that the adversary can simultane-

ously send and receive an arbitrary number of messages ipaahgf the network at any time.

2. Adversary can perform chosen node compromiseThe adversary can selectively compromise a
small fraction of the nodes in the sensor network. All data@ompromised node becomes known
to the adversary. Furthermore, compromised nodes areotledtby the adversary and can perform
active network functions as part of the network until theg sevoked. In particular, compromised

nodes can launch revocation attacks (see Definition 1 baidBgction 5.2).

3. Compromised nodes collaborateWe assume a single adversary performs all the node comgpeomi
in the network; hence all leaked information in the compmedinodes is collectively known to the
adversary and compromised nodes can coordinate to perfoltaborative attacks on the sensor

network.

4. Adversary cannot block or significantly delay communicatioms. We assume that compromised
nodes can selectively drop packets which they have receingdthe adversary is unable to jam
or delay local (single hop) communications in the networloggsource and destinations are both
uncompromised nodes. The adversary cannot block or deldty-imayp broadcast messages, either
neighborhood-wide or network-wide (i.e. compromised rsockn refuse to forward broadcasts but
we assume that there are sufficient legitimate nodes peirigrthe forwarding to ensure complete
coverage). The adversary is also unable to partition thear&tvia node compromise. Note that
implicit in this assumption is that since an adversary isalm&o perform these disruptions, random

failures also do not affect the assumed connectivity andnesonication properties of the network.
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5

Under these assumptions, we can assume a bound on the tilm®&aicasts to propagate over the
network. Neighborhood-wide broadcasts take at most thpnéo fully propagate over a neighbor-
hood. Network-wide broadcasts or node-to-base-statiomuanications take at most timg; to
propagate to every node, whetg > A.. It may seem that this is a strong assumption, since pro-
viding efficient reliable broadcast in the presence of actidversaries is a challenging technical
problem in itself. However, we note that without this asstiorp no revocation protocol (dis-
tributed or centralized) could be feasible, since the ahrgrwould always be able to interrupt the
revocation messages to some part of the network and remtane #were. Hence, this is a required
assumption if we are to discuss the revocation problem afNate that even in the absence of an
efficient solution, simple flooding still provides an ineiint but adequate solution to the reliable
broadcast problem. Given that revocation events are tarayi be possible that the costs associated

with simple flooding are acceptable compared with the sgchenefits of node revocation.

Basic Properties of Distributed Revocation

To date, there has not been a succinct definition of disibuévocation properties. It is clear that a

distributed revocation protocol should enable a set of addanake a decision to exclude another node

from the network. However, the problem contains many coeratilng factors, such as the need to be

resistant to attempts by an adversary to block or subveprhicol. In this section, we describe a set of

desired properties, thus providing a precise definitiornefgroblem. Figure 1 is available as a reference

which summarizes the notation used in this part of the paper.

5.1 Correct Operation

The following properties ensure the correct operation efdistributed sensor node revocation protocol.

Property 1 (Completeness)if a compromised node is detectedttayr more uncompromised neighboring

nodes, then it is revoked from the entire network permanéind. its subsequent re-insertion into another

part of the network is not possible).
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Property 1 ensures that if compromise is detected by sufticiedes, then the protocol always op-
erates correctly in permanently removing the compromismtenand the adversary is unable to prevent

such a revocation from taking place, or circumvent it by seiting the compromised node elsewhere.

Property 2 (Soundness)If a node is revoked from the network using this scheme, th&asatt nodes

must have agreed on its revocation.

Property 2 ensures that the protocol always requires theeaggnt of at leastnodes to perform the
distributed revocation of any single node. The threshgbdovides a mechanism for verifying that the
compromise was detected by at leaabdes before a revocation commitment can be made. Notehat t
property does not state that the revoked node must be gctaeipromised, nor that all the collaborating
revoking nodes must be legitimate. In particular, this proyp allows an uncompromised node to be
revoked by a set of malicious compromised nodes. This is allowed because tisealistic to assume
that node compromise is always detected with 100% effautis®; hence if undetected compromised
nodes in the network collude to revoke an uncompromised,rnbieaction is necessarily indistinguishable

from havingt uncompromised nodes agree to revoke a compromised node.

Property 3 (Bounded Time Revocation CompletiorRevocation decision and execution occur within a

bounded time period (let this bound Be) from the time of sending of the first revocation vote.

Property 3 ensures that the revocation decision is conplata timely fashion. This means that an
adversary cannot prolong the lifetime of a detected commednnode by delaying the outcome of the
revocation decision and thus slowing down the revocatiocgss; in order to circumvent the revocation,
the adversary has to force the revocation decision to retuegative result (i.e. a decision not to revoke).
This property also means that sensor nodes do not have tp remacation state information for long
periods of time, which is attractive since sensor nodesmgdigdave limited memory. This condition also
implies that, within the time period,, if there is an insufficient quorum of sensor nodes that atiraiea
node is to be revoked, then the revocation decision coyreeturns a negative result, instead of waiting
indefinitely for the threshold number of votes to be reachHus property resolves the problem of stale
state in the original random pairwise revocation schemera/rroneous votes can accumulate over the

network’s lifetime and result in the revocation of a legisitea node.
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Property 4 (Unitary Revocation)Revocations of nodes are unitary (all-or-nothing) in thewak. Specif-
ically, if a node is revoked in one part of the network, themiit be revoked in the whole network within
time A,4, whereA, is the time taken for any message to propagate across thee ex@iwork. If it is not
revoked in one part of the network, then it was not revokedingart of the network in the time prior to

the lastA, time period.

Property 4 ensures that revocation is universal within tlerglimits of communication delay. In
particular, the adversary cannot block or delay part of @wecation such that when a compromised node
is revoked in one part of the network, it can still operate difeerent part of the network for a substantial

length of time.

5.2 Resistance to Revocation Attack

The properties in Section 5.1 ensure that the protocol ¢georrectly. However, correctness is insuf-
ficient. Since compromised sensor nodes can actively gaateein the distributed revocation of other
nodes, an adversary could abuse the distributed revocatmnocol to further its own agenda without
actually interfering in the correct operation of the pratiocin particular, the adversary could use the

compromised nodes under its control to launebwacation attack

Definition 1 (Revocation Attack) An attack where an adversary uses the distributed node atoc

protocol to selectively revoke uncompromised nodes frenmétwork.
Hence, we require an additional property:

Property 5 (Revocation Attack Resistancdf ¢ nodes are compromised, then they can only revoke at

mostac other nodes where is a constant andv < =

A distributed revocation scheme that satisfies PropertyBicts the adversary’s ability to perform a
revocation attack. Based on the property, when an advehsargompromised some number of nodes, it
is only able to successfully revoke a number of nodes thatismtess than the total number of nodes it
would have been able to revoke if every compromised node asid a vote against each of the nodes

which share a key with it.
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6 Our Protocol for Distributed Sensor Node Revocation

In this section we describe our protocol for distributed@oel/ocation. Although for simplicity we present
our protocol in the context of the Random Pairwise Key Disttion scheme, our protocol can be extended
for implemention with other key distribution protocols,rfexample with the generalized random key
predistribution mechanisms proposed by &uwal.[2] and Liu and Ning [4].

Our distributed revocation protocol is a significant imprment of the distributed revocation scheme
presented by Chaet al.[1]. First, we add the idea @évocation sessionsvhich is a mechanism by which
a revocation decision can be completed in bounded time,raaving the issue of stale votes causing
eventual erroneous revocation of legitimate nodes. Seasadmprove the efficiency of the scheme by
performing the voting and revocation decision process osiyng hop-limited local broadcast messages
that cover only the target’s local neighborhood, thus elating the extremely high communication over-
head of the original scheme. After the voting process is detapa single short cryptographic message is
then broadcast into the entire network to finalize the rettosautcome. This is in contrast to the original
scheme where all voting and communications are full netwade broadcasts involving large amounts
of cryptographic information, which can be very expensiva large sensor network. Finally, the protocol
that we describe is the first distributed node revocatiotgmal that provides rigorous proofs of high-level
desired properties.

The addition of sessions is necesary to facilitate the bed+iotne completion of the revocation pro-
cess. Without sessions, each note could only cast a revacaite at most once against any other node,
and, once cast, it would be unable to withdraw the vote. Gitahintrusion detection may yield some
level of inaccuracy, this implies that each node can oniyrege that one of its neighbors is malicious with
some level of certainty. If we set the nodes to trigger thetes at a low certainty level, then inaccurate
false-positive votes could accumulate and cause the regaaaf legitimate nodes. If we set the nodes to
trigger only at a high level of certainty, then we lose theaadage the distributed revocation is fast react-
ing. The use of sessions avoids this dilemma by allowing staleeact immediately with high sensitivity
to intrusion events, and yet not have to worry about accutediizotes from false positives being a factor.

Note that votes, once cast, become public and cannot benaitind Hence session information cannot be
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re-used for a subsequent voting process — once voting is lebetor each session, the session must be

closed regardless of the outcome of the vote.

In the description of the protocol we will assume that the dRen Pairwise Key Distribution is the
underlying key establishment protocol, and we perform meglecation actions only among the nodes
which share pairwise keys with the target (i.e. thgarticipantsof the target). The set of participants
does not include the target itself. We note that our schergengral in the sense that it can be directly
adapted for other key distribution mechanisms and not hesRandom Pairwise protocol. For example,
if SPINS [9] was used for key establishment, the set of a gpehts could be defined as the set of
neighbors of a node, and the required revocation data dadebtbfrom the base station during the key-
establishment process. In the general case, we could set, and allow the set of participants of a node
to be the entire sensor network. Hence, any other key disioin scheme such as the generalized random
key predistribution schemes proposed by &ual. [2] or Liu and Ning [4] could also be used with our
protocol. We further assume that each sensor node has aewsyqunetric key that it shares with only the
base station. This key is used for authenticated, confi@erdimmunications between sensor nodes and

the base-station.

6.1 Definitions of Terms Used

In this section we will define the terms we will use in the dgsan of the distributed revocation protocol.

As mentioned, Figure 1 summarizes the notation we will beaisi this paper.

Definition 2 (Neighborhood) Theneighborhood of a node is the set of nodes that are within communi-

cation range of it.

Definition 3 (Target, Participants)A node to be revoked is calleda get node and any of the: nodes that
has a shared pairwise key with a target node is callgzheticipant. A participant is alocal participant if

it has established a direct (1-hop) communication link wiité target (hence it is must be located within
the neighborhood of a target); otherwise, it isnan-local participant. All other nodes are called the
non-participant nodes. The target node is a non-participant of itself, sih@annot participate in key-

agreement or node-revocation activities with itself.
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Definition 4 (Local Neighborhood Broadcasth local-neighborhood broadcast is a multihop broadcast
that originates within a given neighborhood and reachestta#i nodes inside that neighborhood. Gen-
erally this refers to broadcasts limited to the neighbortdad a revocation target. Local-neighborhood
broadcasts take at most. time to propagate over the entire neighborhood (based oack&r Model

Property 4).

6.2 Assumptions of Our Protocol

Before we describe our protocol, we list the assumptionguwthich our protocol operates. Each of these
assumptions was necessary to facilitate a proof that odogubfulfils the set of properties we described
in our problem framework in Section 5. Hence, the strengtthese assumptions is closely tied to the
strictness of the requirements in our problem frameworkeaker set of properties would require fewer
assumptions. Instead of opting for proving weaker propertiith few assumptions in our initial protocol,

we chose instead to show that with some number of reasonsflengtions, we are able to describe the
first protocol that fulfils all the stringent properties wesdebed in our problem statement. It is hoped
that future research will be able to pick up on this directiamd provide new protocols that require fewer

assumptions while fulfilling the same set of stringent reguients.

1. Deployment Atomicity. Deployment of new nodes is atomic (i.e. it appears to happstamta-
neously from the point of view of the network). Deploymentsribt occur while there are active
revocation sessions in the network. All communicationshie hetwork are received at their final
destinations before deployment begins. In practice, thmshe achieved by shutting down the net-
work in an orderly fashion prior to physical deployment ofwneodes; after the new nodes have

been physically deployed, then the network is turned onmagai

2. Locality Restriction Of Compromised Nodes. The problem of controlling replication of a single
node identity or the generation of multiple Sybil node idked across the network is an important
technical challenge that is independent of distributeden@yocation — examples of techniques

to provide such functionality has been described by Newsetra. [20] and Parncet al. [21].
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Since this problem is not the focus of our protocol, we asstimadunctionality for addressing this
problem is already present. More specifically, we assuntentiae replication, Sybil node identities
or node movement can be detected and the offending nodetginévoked, hence each malicious
node is confined to a single neighborhood. However, all nmali&cnodes can share information
arbitrarily. We assume that all sensor nodes are immohiendbile sensor networks constitute a
majority of known sensor network applications to date. Wagle our protocol only for this subset

of applications, since mobility creates complicationg thas initial protocol is not meant to address.

. Node DegreesEach node hasd; > t local participants with which it has successfully perfodme
key-establishment, where > d; (hencejn > d,,.. whered,, .. is the maximum number of local
participants for any node). We assume that this is enforgesbime degree-counting mechanism,
where nodes with low degrees are centrally revoked (i.es @nforced thatl; > d,,;, for some
d.in). AN example is described by Chan et al [1]. An adversarydattempt to exploit the degree-
counting mechanism by reducing the degrees of legitimaties¢e.g. by causing malicious nodes
to refuse to complete key exchange with legitimate nodeb)s iE a very inefficient attack, since
in order to disable a single node in this manner, an adveisasyto capture or disable a large
number of the nodes in its neighborhood. For example, typelaes ford,,;, should not exclude
legitimate nodes that simply happen to be deployed in a spesaa. Since is typically also not
large compared with deployment density, the typical degfeany node is usually much greater
thand,;, +t. Hence, if an adversary wishes to cause the removal of a fadbge vast majority of
the nodes it would be more efficient to simply captulecal participants and perform a coordinated
revocation attack than to attempt to drive the target noderee belowi,,;,, in order to cause

automatic central revocation.

. Events that can cause a node to start a revocation against atier node are visible to the
node’s entire neighborhood.If we allow nodes to trigger revocation sessions based ontsvkat
are only observable to themselves, then it is difficult tceatsin if this is a legitimate response to

misbehavior, or if a malicious node is performing spuricagrcations, or if a malicious node is de-
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liberately inducing a legitimate node to perform legitimagtvocation actions that are guaranteed to
fail. Hence, we only trigger revocation based on eventsatavisible to all the target node’s neigh-
bors. By the previous assumption 3, this also means thatesteatits are always observed by some
d; > t legitimate nodes. Hence, nodes only react to events whahkhow can also be observed
by many other nodes, and thus there is assurance of reatleiigreshold whenever a voting ses-
sion is started legitimately. In practice, the legitimabeles observing the event may encounter false
positives or false negatives, which may cause the initiadicfailed revocation sessions. We assume
that the rate of false positives and false negatives is srrafiact, the development of distributed
intrusion detection mechanisms is a challenging reseaablgm. As a current working example,
we can suppose that our detection mechanism only reactgdyhiisible, egregious misbehav-
iors such as repeatedly performing spurious transmissmrmplete absence of communication
over a long period of time. As intrusion detection mechasisracome more advanced and more

accurate, the range of detectable behaviors supporteddgdieme will also increase.

. Revocation Sessions Are Always AvailableWe assume that revocation attempts by legitimate
nodes are infrequent enough that orlgessions need to be stored on the sensor nodes such that
no node ever runs out of revocation sessions during itgriitet We assume that > ¢ but it is
small (e.g. less than 10). If all the available sessionsrsgja given target nodB are exhausted,
all of B’s participants will be able to detect this since each of theaware of how many sessions
are remaining forB. Hence, each participant simply suspends communicatighsAvuntil new
sessions arrive, thus temporarily excludiBgrom the network as long as it cannot be revoked. An
adversary may attempt to exhaust all available revocag@esiens against a given node such that this
behavior occurs, but it such an attack is easily detectaidecaunteracted. For example, if a node
A repeatedly initiates revocation sessions against mtieat subsequently fail, then this behavior
is reported by its fellow participants to a central basei@tat By assumption 4 above, we know
that such behavior is not typical of a legitimate node, beeaulegitimate node should only react to
events visible to the entire node neighborhood. If this leagpepeatedly the base station may then

detect if this is an attempt to perform a session exhaustiaclg and the offending nodé will
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be centrally revoked. An adversary may attempt to circurhtléa mechanism by usingnodes in
turn to attempt the session exhaustion attack. Howevere sie required that > ¢, in this case the
adversary could simply revoke the target node permanemskgad of performing such an attack.
Hence, we can assume that revocation sessions are alwalgbbe/for the revocation of any target
node. Node sessions may be slowly expended as false pesitiderandom events accrue over time.
However, new sessions can be refreshed via encrypted trsgiens from the base station to each
relevant participant. While such a refresh is very costlyeirms of communication overhead, we
note that since revocation attempts are infrequent, a nadddwrobably only experience a very

small number of such refresh events in its lifetime.
We further note the the following non-assumptions of outgeol:

1. We do not assume time synchronization between sensor node%/e do not make use of any
internal clock information in sensor nodes. We also do npeeksensor nodes or the network to

react instantaneously to any event.

2. We do not assume any asymmetric-key cryptography capabilés on the sensor nodesWe
present our protocol using only symmetric-key primitivégys trading off an increased memory
requirement for lower energy and computational requirdseWe note that it is simple to convert
our symmetric-key scheme to one based on asymmetric cmgyiby. In particular, note that such
a conversion would assure that revocation sessions argsvailable since each node would be

able to generate more revocation sessions for any numbeigtiloors indefinitely.

6.3 Protocol Overview

A high-level overview of our revocation protocol is as felle. Local participant nodes perform voting

in sessions to agree to revoke a neighbor. In each votingosesse use a secret-sharing scheme to
tally revocation votes from each participant. Each vote seeret share, and voting is performed by
broadcasting the secret share to all the participant nodieeitarget node’s neighborhood. Once a certain

time has elapsed since the first vote of the session was lasiadach local participant tallies the votes
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that it heard; if sufficient votes were heard then it can pribve fact by broadcasting the secret of the
secret-sharing scheme. Such a broadcast indicates thargie¢ was successfully revoked and causes all
nodes in the network to erase the keys associated with thetfainus eliminating it from the network. In

the subsequent sections, we decribe the protocol in detail.

6.4 Cryptographic Primitives

In the revocation protocol we make userahdom polynomialsPolynomialg(z) = ag + a1z + asx? +
...+ a2t is random if all its coefficientsy, a; . . . a,_; are random uniformly distributed values in a
certain range0, [ — 1] (e.g.,l = 2%%). We define the cryptographic hash of a random polynoniia) to
beH (q(x)) = H(ag||a1||as]| - . . |la;—1), whereH is a hash function ang), a; . . . a,_; are the coefficients
of ¢(x). We also use Merkle Hash Trees.

The protocol also uses Authenticated-encryption (AE) nsoddE modes detect (1) ciphertext forg-
eries (e.g., ciphertext messages produced by manipulatiencrypted-message blocks or simply by ar-
bitrary message strings that are not obtained by encryydiod (2) false (or inauthentic) decryption keys
(i.e., decryption keys not used by the corresponding ericnyperation), during ciphertext decryption.
AE modes specially designed to save power and energy atieyparty well-suited for sensor networks
(e.g., AE modes that use a single pass over the data usingyle sityptographic primitive, namely the

block cipher [17, 18, 19]).

6.5 Off-line Node Initialization

For node initialization, we first compute,;,; random polynomials of degreefor each of then nodes

in the network, where,,;; is the number of revocation sessions (attempts) againdizaggt node in the
network. For example, if the size of the sensor network is 10,000 and the number of revocation
Sessions i, = 6, this would requires0, 000 polynomials of degreé This is not a very large number
considering that they are generated off-line, efficienthurthermore, typically is small hence these

polynomials are of low degree. For the purposes of discassve number each session against a given
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target froml . . . s;.1q1, With session 1 starting first and proceeding sequentiaity the last sessioB;,;;.
The voting sessions are necessary to fulfil Property 3 (bedititne revocation decision completion).

Second, on each nodg for each nodeB of A’s m participants, and for each revocation session
against targeB, based on our random polynomigj,, we load the the revocation vote framagainstB.
This revocation vote consists of the secret stigge(z a5s), £ a5s), AE encrypted with the activation mask
Mask g, that B gives to A. The points at which the secret-sharing patyial are evaluated (e.g.15)
are generated such that no two participants have the sameaten secret share. The preloaded data is
represented a4y ask . 5. {(¢Bs(TaBs), Taps)}). The purpose of the masks is to ensure that each node is
only able to revoke nodes within its immediate neighborhd&idce we assume nodes are unable to move
or replicate (see Assumption 2), each malicious node canamtliect masks from one neighborhood, thus
limiting their revocation power. For each vote we also ldagllbg m authenticating hash values for the
Merkle tree with leave$qp;(z:ps), xips) for each node in B’s participants (a total ofn leaves). The
root Rp of this Merkle tree is also stored. When the revocation veteaist, thesé&g m authenticating
values are also attached to the message. This allows feloticipants ofB to verify the authenticity of
the vote by computing the hashes up the tree and compariaghetknown root valug?z. Finally, we
load H?(ggs), which is the hash of the hash of the revocation polynomid.cfhis will allow non-local
participants to verify the authenticity of a revocation iden againstB. Note that these Merkle trees are
typically low depth since typical values ot are not high 6. < 40).

Third, on each target nodé, for each node&3 in A’s m participants, for each revocation session
against target node A, we load the valde:sk s 4, that A will give to B to allow B to decrypt votes against
A.

The information that is preloaded on each sensor node is suizgd in Figure 2. The total storage
overhead per node (s log m). Note that the overhead of the random pairwise keys scheeiéig
alreadyO(m), hence this revocation scheme is only a small factor latger the basic overhead necessary

for key-establishment.
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Stored on each nodé:
For each nodés in A’s m participants,
For each revocation sessieragainst nodd3 (total of s;.;,; Sessions):

1 EJ\/[askABs {(QBs(wABs)a wABs)}
Revocation secret share (vote) frofragainstB
(AE encrypted with the activation masid ask 455 that B gives toA)

2. log m authenticating hash values, for the Merkle tree with leaves
(¢Bs(ziBs), xips) for each node in B’s participants (totain leaves)

3.Rp
The root of the Merkle tree described above.

4. H? (aBs)
The hash of the hash of the revocation polynomiaBof

For each nodé3 in A’'s m participants,
For each revocation sessieragainst noded:
Maskp 45 for B to decrypt votes against.

Figure 2: Information Preloaded On Each Sensor Node

6.6 Connection Establishment

The masks for the current revocation sessions are exchatgezhnection time. Masks are verified if
votes can be decrypted — due to the authenticated encryptaperty, an incorrect mask would cause
decryption of the vote to fail. If the mask exchange protasaiot completed (e.g. by a malicious node
refusing to reveal its mask, or revealing an incorrect maskg still does not succeed after some number of
retries, then the link is dropped. Malicious nodes whicreegpdly refuse to perform mask exchange will
have a low degree and this will be detected and centrallykexvby the degree-counting scheme assumed
in Assumption 3. Note that by Definition 3, if the unmaskingtorcol fails and the link is dropped between
two neighboring nodes, we consider them tonoa-local participantseven though they are in physical
communication range of each other.

A malicious nodelV/; may attempt to circumvent the unmasking process by haviathanmalicious
nodeM, act as its proxy in a distant location to obtain extra maskswéver, since all communications
are authenticated (node-to-node identity authenticasom prerequisite for any distributed revocation

protocol), this is exactly equivalent fd; producing a Sybil replication &t/;’s location. By Assumption 2,
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functionality to address this kind of replication is alrggdesent, hence such an attack is not feasible.

Once the masks are exchanged, they are used to decryptdhanelotes.

6.7 Stages of a Revocation Session

We now describe the process of an entire revocation sesdimnsome given participani. Each node
keeps a state variable for each session. Before any votioy®@ a current session, nodés state for
sessiors is thepending state. In this stated is awaiting the first vote in the sessien When the first
vote of the session is cast or receivedAyA starts its timer for the new revocation session, and changes
its state for the current revocation sessioat¢tive. Only whenA is in the active state does it record and
verify other votes cast in this session by fellow particiigaWhenA enters the active state, i believes
that B is compromised, it will cast its vote if it has not already d@wo. The active state lasts for exacily
time for each node, after which the node transitions toccthrapletedstate for this session, and starts the
pendingstate for the next sessiof, is a precomputed time duration based on the time that a réeaca
decision is expected to take. In order to ensure full diseation of all messages within a session, we
require thatA, > 2A. whereA. is the maximum time that a message needs to completely patgpaga

local neighborhood broadcast.

Definition 5 (Current Session)Thecurrent session of a node for the revocation of a target is the session

with the smallest session number that has not yet compleged (s either active or pending).

Any session that comes after the current session is comsiderbe in thenot-current state. Any
votes received for a session thahist-currentis buffered and only acted upon after the current session is

completed.

6.8 \oting in a Revocation Session

When a noded detects compromise of a nodg it reacts differently depending on whether nodles
aware of a revocation session currently active against itdé the current session igendingfor A, it

activates the current session by sending out its vote irstsgtion only. If the current session is already in
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theactivestate forA, it votesbothin the current sessicandon the next session. Voting in the next session
occurs immediately upon completion of the current sessitis voting process is to ensure thés vote
is actually counted, because a vote in an already-active@osesannot be guaranteed to disseminate in
time for all nodes to receive it. For example, suppose bottenbandC' are currently near the end of
an active revocation sessigragainstB (i.e. both of them have been in tlaetive state for session for
nearlyA, time). Suppose that both of them have recortled votes againsB. Simultaneously, bothl
andC detect thatB is compromised. If they vote only in the current sessiongesitne session is almost
over, it is possible that neither of their votes reach eablerowithin the remaining time for the session,
so bothA andC tally ¢t — 1 votes and fail to reach the threshold needed to rev@keven thouglt votes
were cast in session Hence it is necessary that the nodes also vote in the nesibsast 1. Voting only
in the next session (and not the current session) is ingtitisince in the interest of speed, we would like
the current revocation session to succeed if at all possible

When A votes againsB, it performs an unencrypted hop-limited broadcastd&f against node3
in the current revocation session(qzs(z aps), Taps) along with thelog m Merkle authentication values
that verify that this vote is a valid vote. This is a local digrhood broadcast, i.e. the broadcast only
needs to go far enough to ensure complete disseminatior indighborhood oB (4-6 hops can cover
the area with high probability [3]). Only nodes that can fxette authenticity of the vote using the Merkle
authentication values (i.e., the participantsB)fwill disseminate the broadcast. This ensures complete

coverage with high probability [1].

6.9 Completing the Revocation Process

When A’s state for the session has transitioneddmplete it counts the number of votes it has received
while it was in theactive state.

If A has at least revocation votes (including its own if it detected the coomise, otherwise not),
then it computes the revocation polynomial®ffor this sessionggs. From this,A computes the hash of
the polynomial H (¢p,). This value is then broadcast through the entire networke Nt we broadcast

only the hash of the polynomia, instead of the polynomial itself, thus we only need to tramamsingle
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cryptographic value instead of a lengthy set of large patyiad coefficients. All participants oB verify
this pre-image against the value stored in their memtfy, ). If the verification is successful, then all
shared keys witlB are deleted and is marked as revoked. The broadcast is then disseminatée to t
other participants of? until the entire network is covered.

If A does not have at leastverified revocation votes, then the revocation session difesif Each
local participant privately notifies the base station of thiéed revocation session, thus ensuring that
future deployed nodes will be deployed with the most currembcation session in the correct state (i.e.,
in the pendingstate, since deployments should not occur if there are atiyea®vocation sessions in
the network). Local participants d8 then proceed to request the masks for the new session, i.e.
Mask ap(s+1) (if B does not respond correctly then its degree is reduced anayito@ centrally revoked
due to insufficient degree (Assumption 3). To save memogystate regarding the old revocation session

s is cleared.

6.10 Proofs of Properties

In this section we shall prove that Distributed Sensor NodeoRation satisfies the properties outlined in

Section 5.
Lemma 6.1. Every node is deployed with the correct current revocatessson for its participants.

Proof. Immediate from Deployment Atomicity (Assumption 1). We @& that the base station keeps
track of the current revocation session of each node andiepdawly deployed nodes with the correct
session information; since deployment is atomic, the bad®e always has a correct notion of the current

session of every node in the network. O

Definition 6 (Session Agreement)lwo nodes are irsession agreement with respect to a target node at
some instant in time if, for some sessipm®ither (1) session is pending for both nodes, or (2) session
is active for both nodes, or (3) sessietis active for one nodé and session is completed for another
node A, but sessions is completing within timeé\. for node B, or (4) sessiors is active for one nodel

and pending for the other nod®e, but nodeB is activating sessior within A, time.
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Lemma 6.2. At any given point in time, any two uncompromised local pgyéints are in session agree-

ment for any target node.

Proof. Let the initial session of node that was deployed later.dgy Correct Deployment (Lemma 6.1),
when the later node was deployed, the earlier node also Isatse pending since (1) deployment only
occurs when there is no active revocation session and (2)eghieyed nodes are always deployed with the
correct current session. Hence the two nodes are sessieenagnt on sessionwhen the later node was
deployed.

We now show the inductive step that if the two nodes are inigeggreement in all time instants
T' < T (after both nodes have been deployed), then they are stigieement in tim@" + ¢ where
e < A,. If the states of the nodes are unchanged between the twe,toné both nodes changed states
into the same states at tirfie+ ¢, then we are done. Otherwise, we have 5 non-degenerate €tesesl
thatA, was chosen at design time such that> 2A..

Case 1: Sessionis pending for both nodes at tin¥g, and at timel’ + ¢, node A activated session
s. SinceA is uncompromised, it will perform a local broadcast of thstfuote of sessior. By Attacker
Model Property 4 local communications cross the local neghood in timeA.. Since nodeB is in
pending mode for sessian it will receive the first vote of sessionin time A, and activate the session.
Hence the nodes are in agreement by option (4) of the defimifi@agreement.

Case 2: Sessionis active for both nodes at timg. Attime 7" + ¢, nodeA completed sessio#) but
nodeB still has the session active. By the induction hypothekisiodes are in agreement when the first
one of them started sessienhence they must have both started sessiaithin A, of each other. Since
each session takes a fixed amount of time to compl&tg, @nd A completed session at timeT" + ¢,
we know thatB will complete session by T' + € + A, hence they are in agreement by option (3) of the
definition of agreement.

Case 3: Sessionis active for node3 and session is complete for nodel attime7'. AttimeT + e,
sessions has completed for nodB. Hence sessiorn + 1 must be either active or pending for noffe
If sessions + 1 is active or pending for both nodes, then by options (1) oofajhe definition, we have

agreement. Otherwise, one node has sessiorl active and the other has session 1 pending. By
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Attacker Model Property 4 local communications cross theallmeighborhood in timé\.. Hence the
node with session + 1 pending will receive the first vote for sessien- 1 within time A, and start the
session. Hence we have agreement by option (4) of the definiti

Case 4: At time, sessiors is active forA and pending fo3. Two subcases:

Subcase 4a: At timé& + ¢, sessiorns is completed ford and session is still pending forB. This
subcase is impossible. By the induction hypothesis, thesade in agreement whehstarted sessios,
henceB must be starting sessiorwithin A, of that time. In order forB to be still pending sessionat
timeT + ¢, it must be thatd started session after timeT + ¢ — A.. However we know thatl needs at
leastA, time to complete session so the earliest time it can complete the sessionTs-at — A, + A,
but sinceA, > A, this time is aftefl’ + ¢ (contradiction). Hence this subcase is impossible.

Subcase 4b: At tim& + ¢, sessions has completed forl and session is active for B. By the
induction hypothesis, the nodes are in agreement whatarted session, hence they must have both
started the session withif. of each other. Since each session takes a fixed amount ofdicaniplete
(Ay), and A completed sessionat timeT" + ¢, we know thatB will complete session by 7' + ¢ + A,
hence we have agreement by option (3) of the definition.

Hence, we have shown by induction thind B are in session agreement for all timEs O

Property 1 (Completeness)if a compromised node is detecteddayr more uncompromised neighboring
nodes, then it is revoked from the entire network permanéind. its subsequent re-insertion into another

part of the network is not possible).

Proof. Suppose a compromised nofleis detected by a seft of ¢ or more uncompromised neighboring
nodes. By Lemma 6.2, allnodes are in mutual session agreement on some session fargbeB. We
proceed by 2 possible cases. Let négdbe the node with theowestcurrent session in the st Recall
that A, was chosen such that, > 2A..

Case 1: The current sessiens pending for node&’. Consider an arbitrary nodé in S. By the
definition of session agreement (Definition 8),either (1a) has sessienpending, or (1b) has session
s active. A cannot have sessiott > s pending or active since in that case it could not be in session

agreement withC. For Case (1a), we have thatwill vote in sessions, and change its state to session
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active. Since sessionis starting at this instant fad, it has at least timé\; > A_ to receive all votes in
sessiors. For Case (1b), nodd will vote in sessions. We know by that sessioncould not have been
active for noded for more tham, time, otherwise within that time the first vote would haveatesd node
C and activated session This is due to Attacker Model Property 4 which states thaaldroadcasts
take at most\. time. Hence, since sessieias not been active for more than time, so there is at least
A, — A, > A, time remaining for it to receive all thievotes in session. In both cases (1a,1b), we have
that all nodes irt will vote in sessiorns and every node has at least time to receive all the votes from
the other nodes. Since the votes are local broadcasts amd@ahmost\,. time to propagate and always
reach their destinations (Attacker Model Property 4), wevkithat all|S| > ¢ votes in sessior will be
received by all members &f.

Case 2: The current sessien- 1 is active in node”. Consider an arbitrary nodé in S. By the
definition of session agreement (Definition B)either (2a) has sessien-1 pending (2b) has sessier-1
active, (2c) has sessierpending, or (2d) has sessiemctive. It cannot be that sessieiis completed for
A since that would mean that sessiowould also complete fo€' within time A., which cannot be true
sinceC' will take at leastA, > 2A, time to complete sessionwhich has started at this point. Case (2a)
is covered by Case 1 above. Hence we only have three cas@s,@&1), For Case (2b), both nodédsand
C have detected compromise while a session is active, so tileyote in both sessios — 1 and session
s. We know by Lemma 6.2 that andC' were in agreement when the first one of the started sessian
hence they must have started session 1 within A, of each other. Since they will both start session
s immediately after they complete sessior- 1, they will also start sessionwithin A, of each other.
Hence, each node has at least— A, > A. time to receive the votes in sessienFor Case (2c)A will
vote in session (as will C). Since session has not started for nod4, it will have A, > A. time to
receive all| S| votes in session. For Case (2d), nodé will vote in both sessior and sessios+ 1. Since
nodeC still has session — 1 active, it could not be that nodé completed session— 1 and then started
sessiors more than\. time ago. This is because by Definition 6, n@denust be completing sessier- 1
within time A, of the time when nodel completed sessian— 1. Since this has not happened yet, node

A must have completed sessior- 1 (and started sessiof within the lastA.. Hence, nodel still has at
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leastA, — A. > A, time to receive the votes in sessienHence in all cases (2b,2c¢,2d) we have that all
the nodes irt will vote in sessions, and every node has at ledst time to receive the votes of the other
nodes inS. Attacker Model Property 4 states that local broadcastaydveover the local neighborhood
and take at mosA, time. Hence we know that all the nodesSmwill have received all théS| > ¢ votes

in sessiors by the end of the session.

Hence, all|S| > t nodes will receive and correctly verify (via the Merkle haste mechanism) all
unique votes in sessionagainstB. By the pre-image resistance of the Merkle hash tree, theradxy
cannot fabricate and inject invalid votes, and it has no Wag@onstructing a valid vote without first being
able to produce a pre-image for the cryptographic hashiimmcReplayed votes have no effect since only
unigue votes are recorded by the nodes. Hence, each natiésiable to record at leastvalid votes
and thus generate the revocation segggtfor sessions. The verifying revocation valuél (¢g;) is the
broadcast throughout the network. By Attacker Model Priypérthis broadcast reaches every participant

of B and thus induces a permanent network-wide revocation af sod O

Property 2 (Soundness)If a node is revoked from the network using this scheme, thésasatt nodes

must have agreed on its revocation.

Proof. Suppose a nodB is revoked in the network using this scheme. Then, the covezdying revoca-
tion valueH (¢zs) must have been broadcast for some sessi@ince the cryptographic hash is pre-image
resistant, this means that some party must have computeeMbeation secretz,. Sincegg, is not stored

in its entirety on any node in the network, by the thresholapprty of the random polynomial, the only
way to reconstruajzg, is to obtain at leastsecret shares @f;,. Hence, at leastnodes must have colluded

to perform this computation. O

Property 3 (Bounded Time Revocation Completiorevocation decision and execution occur within a

bounded time period (let this bound Be) from the time of sending of the first revocation vote.

Proof. Let the time when the first vote is cast against some targes Boloe time7'. By Attacker Model
Property 4, all local participants will have received thigerby timeT” + A.. By the protocol, each node

makes its revocation decision within tindg, of receiving the first vote. If the outcome is positive, the
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verifying revocation value is then broadcast to the resthef tetwork. Otherwise, the base station is
notified of the failure of the session. By Attacker Model Rdp 4, the broadcast takes at most tithg
to reach the rest of the network (as does the base statidicadtin). The total time taken is thus at most

Ay =A+ As+ Ay O

Property 4 (Unitary Revocation)Revocations of nodes are unitary (all-or-nothing) in thewark. Specif-
ically, if a node is revoked in one part of the network, thewiit be revoked in the whole network within
time A4, where/\, is the time taken for any message to propagate across the eriwork. If it is not
revoked in one part of the network, then it was not revokedingart of the network in the time prior to

the lastA, time period.

Proof. Case 1 (If a node is revoked in one part of the network, it wallrbvoked in the entire network
in time A,): If a node is revoked in one part of the network, then it mwesthmat the correct verifying
revocation valueH (¢gs) must have been received in that part of the network. The ntiddseceive
H (¢ps) will rebroadcast it to the rest of the network; by By Attackéodel Property 4, the entire network
will receive this broadcast in tim&,, and thus the node will be completely revoked in tithg

Case 2 (If a node is not revoked in some part of the network theas not revoked in any part of
the network in the time prior to the lagt,): We proceed to prove the contrapositive, i.e. if the node wa
revoked in any part of the network in the time prior to the lAgt then it must be revoked in this part of
the network. From Case 1, we can see that if the node was r@wokay part of the network in the time
prior to the lastd,, then it must be revoked in the entire network by now. Hernceust be revoked in

this particular part of the network. 0J

Property 5 (Revocation Attack Resistancdf ¢ nodes are compromised, then they can only revoke at

mostac other nodes where is a constant andv < =

Proof. Suppose nodes are compromised. By Assumption 2 each of these noeletities are fixed in one
location and the adversary is unable to create other paoipieeence elsewhere in the network. Hence, by
Assumption 3, each compromised nadmn only establish connections with< m other nodes. Thus,

each compromised node can unmask at mpsbtes each. The total number of unmasked votes is thus

32



>°¢_, d;. Hence, the maximum possible number of nodes revocabledsgtyotes i§ ) | 4 < &mee

cm
m 0

7 Conclusions

In this article, we provide an overview of the key managenmoblem for sensor networks. In the
first part of our paper, we provide a brief summary of existiey distribution techniques for sensor
networks. These techniques address only the key-estatdistpart of our key-management problem. A
comprehensive key-management protocol suite must alsepsshe ability to revoke the secret keys that
have been compromised by an adversary. To date, this inmpoesearch problem has been insufficiently
pursued. To address this, we have presented a precise &iomubf the distributed revocation problem
as well as an initial protocol that has been shown to satiefyréquirements of this problem formulation.

Distributed revocation protocols have several advantages centralized revocation that come into
play when compromised nodes must be disconnected from thre The first advantage is speed, due
to the fact that they require only broadcast messages of adgs that reach their local destinations reli-
ably. The second advantage is the avoidance of single poiriéslure. However, distributed revocation
protocols are inherently more complex than centralizedgaads, and hence more prone to design error,
since compromised sensor nodes can participate in theagongrotocol and attempt to block or cir-
cumvent it. Thus the precise specification and verificaticth® revocation-protocol properties and of the
attack model are essential to the secure operation of seas@orks deployed in hostile environments.

In this paper we defined a set of high-level properties farithsted sensor-node revocation and pre-
sented a protocol that satisfies these properties underaj@ssumptions and a standard attacker model.
In particular, we showed that, unlike most other cryptograprotocols, distributed-revocation protocols
can be executed while the adversary exerasespletecontrol of compromised nodes which take the role
of active participants in the protocol, but which have malis objectives such as attempting to block
revocation, or selectively revoke non-compromised nodelsdasrupt network operation. Hence, due to
the complex nature of distributed sensor node revocatios jinportant to obtain rigorous proofs of our

set of high-level properties in order to show that the retiocgprotocols cannot be subverted or abused
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by compromised nodes. We have also described a distribotge revocation protocol that we proved to

have the essential set of high-level properties that ensamect functioning and resistance to abuse by
a malicious attacker. Our scheme has stronger propertassaaiso more efficient and faster than the
previous distributed revocation scheme described by @hah[1].

Several research problems are opened by our work in diggédmevocation. First, our distributed re-
vocation protocol is described for networks in which keyess mredistributed in a random pairwise manner.
While the protocol can be extended to other types of key ptabution, straightforward extension (e.g.
by setting the number of participantsitgthe size of the network) may not be the most ideal method of
distributed revocation for all key predistribution protde such as probabilistic predistribution of random
keys [3], or hybrid probabilistic and random pairwise pistiabution [2, 4]. Hence, distributed revocation
schemes that are specially designed for other key distoibbytrotocols are needed. Second, we present
a specific metric of protocol resistance to active attaclks; the ratio of the number of uncompromised
nodes that can be revoked by a group of colluding compromigelds under the control of an active
adversary, versus the number of colluding nodes. Otheailalis¢d revocation protocols may be more re-
silient under our metric, or may suggest other useful mefacresiliency. Third, design space of policies
for distributed revocation is substantial: we only exptbagpolicy based on local neighborhood decisions.
Other policies may be equally useful, for example, those ithalve all key-connected neighbors of a
revocation target, and not just the local neighbors. Fnalé note that we established the proof of our re-
vocation properties only under some strong assumptiohsiguesearch to develop protocols that operate

under fewer, weaker assumptions (such as allowing sensi@srto be mobile) may be fruitful.
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