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1 Introduction routers or input ports. The attacker aims to overload aertai

ttleneck component(s) of the network by generating large

A many-core system Is expected to outperfprm_ a traditio ?gffic toward the victim(s), in order to prevent a benign ap-
single-core system by enab'lmg mult[ple applications tele plication from gaining fair access to the memory system
ecuted on separate cores in paraltglien the generous as- '

sumption that the execution of an application on one core DEfinition 2. (a, §)— Security is achieved under an on-
does not interfere with an application on other cores. Re- chip network DoS attacker, iff (i) an application can obtain

grettably, this optimistic belief about independence dfedi &t €astx fraction of the resource of any shared on-chip net-
ent applications turns out widely untrue in practice. Intef/Ork component, and (ii) the malicious application(s) can b
dependencies and contention between cores abound in mgﬁ}‘ﬁaed after launching attack for at masime.
core systems, most prominently caused by a sehafed n the security definition above, the plarameter charac-
resources, ranging from on-chip networks, shared memderizes the fairness property. When= ;. wheren is the
ries/disks, to controller buffers etc. The existence ofhsupumber of applications currently running, we achieve per-
shared resources lends a great help to Denial-of-Senigg! fairness for individual applications and prevent amy
(DoS) attacks: a greedy application can immoderately éng@l malicious application from exhausting the resource of a
certain share resource, depriving other applicationsiofigg (@7get component. The parameter represents a complemen-
fair access to that shared resource. tary security property to the parameter: when the on-chip
On-chip networks are one of the critical shared resourddWwork DoS attacker controls a sufficiently large number of
in future many-core systems. An on-chip network connedf/icious applications, even when the resource usage quota
tens to hundreds of components (CPUs, caches, memory ¢orounded by for each individual application, the attacker
trollers, accelerators, etc) via on-chip routers, exeguitiun- Can Still overload a victim by aggregating traffic from all ma
dreds of tasks concurrently. For example, Tilera already Higious applications. By achieving a smailvalue, we can
a 100-node on-chip network organized as a 10x10 mesh arantee that such attack can be detected timely, thus limi
Figure 1 depicts an example 3x3 mesh on-chip network. AfY the damage the attacker can infuse.
though DoS attacks and countermeasures have been e>g$en- ; ;
sively studied in the context of computer networks, DoS at- Design and Simulate Attacks
tacks on emerging on-chip networks are barely recogniz@dsed on our attack model, we design a malicious application
by the security community. As one of very few exceptiont flood service requests toward a network node (the target
Moscibroda and Mutlu propose, implement, and prevent simared component). However, the flooding rate of service re-
on-chip DoS attack against shared memories [7]. Howewvguests is limited by the network accesses (e.g., cache shisse
their work does not consider on-chip networks. Due to suiixat the malicious application can generate, otherwiseghe
stantial differences between computer networks and om-chuest will not be transmitted over the on-chip network. Te ci
networks, solutions for computer networks cannot be tramsimvent this limitation, we simulate an attacker contngli
planted to on-chip networks either. Because on-chip ndésvomultiple malicious applications, each taking up a network
are implemented in hardware, any on-chip network mech-
anism needs to be simple, easy-to-implement, and energy-

efficient. CPU and L1 caches memory controller
This poster intends to raise the awareness of DoS at- /- nework nterfuce ﬁ

tacks for on-chip networks among the security community. =. =. =.

More specifically, our contribution is three-fold. (i) Rirsve

bring forth this important problem from a security point of Cac/;,e bank R R R

view, and formalize the attack model and security definition

(i) Second, we simulate effective DoS attacks which susces =.

fully overload a node of an on-chip network. (iii) Third, we R R R

review the state-of-art mechanisms and propose possible so

lutions. =.\ =.\

2 Problem Statement R R R

We formalize the attack model and security problem below. ) )
Definition 1. An on-chip network DoS attackeris a set Figure 1: An example 3x3 mesh on-chip network, connecting
of malicious applications controlling a set of on-chip nettv CPUs, caches, and memory controllers.




21800 [E—— applications which naturally share the same resource arsd th

< 1600 J:rE"L have access patterns similar to malicious applicatiorso(al

< 1400 :H:H:VE"E"‘ exhibiting high correlation on that shared resource). &her

£ 1200 o fore, further investigation from the operating system il

1000 pﬁ,:,,EI"" needed.

g 800 af Router-OS Interface buffer. On-chip routers usually have

& 600 limited computational and storage capacity, and are thus in

> 400 capable of maintaining the data structure and performieg th

g 201 ) analysis presented above. However, we can build a Router-

< 0T 20 30 40 50 60 70 OS Interface buffer, where the router can populate hardware
Number of Malicious Nodes logs, and the operating system can periodically fetch ths,lo

based on which it can maintain the data structure and perform
. ) . L detection analysis. The log simply keeps track of the number
Figure 2: DDoS attack by flooding the same destination ol 5.cesses received from each other core or each appicatio
put port. In this way, we devolve the task of difficult analysis from the
routers to the operating system, at the price of delay fahfet

. ) ing the logs from the on-chip routers to the operating system
node (or a core) of the on-chip network; and these attack?gwever, this approach keeps the hardware simple, which is

nodes collectively aggregate traffic toward a victim node. necessary in future many-core hardware.

We simulate our attack using BookSim [2], & cycle- gor the purpose of detecting correlated flooding requests,
accurate on-chip network simulator. We consider a typiga} each request, the router logs the timestamp of the re-
topology, a 4-radix 3-stage butterfly topology [5], where &4est to capture temporal correlation, and the application
inputs and 64 outputs are connected by 48 routers. Our Sifi, which the traffic is sent. Note that the router may not
lation results show that, with more colluding malicious @8d pe apje to log each request to the interface buffer. Instead,
the latency of benign applications’ packets can increage dfe can employ a sampling rate(p € (0,1)), so the router

matically, as Figure 2 shows. Hence, benign applications c[%ndomly selects only one of everﬁf requests to write to the
0

ﬁfxlvvgflﬂgrsllgggltci?nnetlggﬁgg;se they are denied servicesin g. _Choosing differenp valugs enables a tradeoff between
_ ) logging overhead and detection accuracy.
4 Possible Solutions 5 FEuture Work

4.1 For Achieving« (Fairness) After simulating DoS attacks for on-chip networks and envi-
Several mechanisms have been recently proposed for ach#éwning possible solutions, we plan as a future work to imple
ing fairness for on-chip networks [3,4, 6]. Though the amhoment real colluding malicious applicatiohsand implement
do not frame the problem as a security problem, the solutiang solutions to study their effectiveness. We also noté tha
can be used to achieve the proposed router-OS interface buffer can essentially-ov
. . come the limited capacity of on-chip routers, and enable us
4.2 For Achieving # (Detection) to use software (e.gl.J, they operatingpsystem) to address hard
We present the following possible solutions and discuss thiare problems. We believe that this is a promising framework
limitations and trade-offs below. and would like to explore the role that it may play for other

Correlation-based detection. When the traffic each indi- hardware-based denial-of-service scenarios.

vidual mqlicious 'a'pplicatior.\ can generate is boundedvby References

the colluding malicious applications must aggregate tinafr )

fic by flooding the same victim (spatial correlation) at thid] http://www.tilera.com.

same time (temporal correlation), in order to maximize tfig B.Towels and  W.J.Dally. Booksim  1.0.

distributed DoS (DDoS) effectiveness. Hence there must ex- http://cva.stanford.edu/books/ppin.

ist a strongemporal and spatial correlation between the traf- [3] R. Das, O. Mutlu, T. Moscibroda, and C. R.Das. Application-

fic sent by the colluding malicious applications. aware prioritization mechanisms for on-chip networks.Mh
We can leverage a graph data structure to capture such aCRO, 2009.

correlation, where each node corresponds to an applicafinB. Grot, S. Keckler, and O. Mutlu. Preemptive virtual clock: A

and the edge weight indicates the correlation degree of theflexible, efficient, and cost-effective qos scheme for networks-

two applications connected by that edge. If two requestafro  on-chip. InMICRO, 2009.

two applications4; and A; are issued within a time window[5] J. Kim, J. Balfour, and W. Dally. Flattened butterfly topology

T and go through the same component (e.g., a router or anfor on-chip networks. 1iMICRO, 2007.

output port), the weight of the edge connectitigand A, is [6] J. W. Lee, M. C. Ng, and K. Asanovic. Globally-synchronized

increased. We discuss how to obtain the correlation data andframes for guaranteed quality-of-service in on-chip networks. In

build the graph shortly. After some observation time, abllu ~ 1SCA, 2008.

ing malicious applications will exhibit high weights betre [7] T. Moscibroda and O. Mutlu. Memory performance attacks:

each other in the graph. Then the scheme will report sus- Denial of memory service in multi-core systems.Usenix Se-

picious applications (with edge weights more than a certain curity 07.

threS.hOId between each other)_to the operating System'for TulThough an on-chip DoS attack has recently been simulated[dis-

ture investigation. However, this scheme cannot diredly diiputed DoS attack by real colluding nodes belonging to dgiuals appli-

tinguish between colluding malicious applications anddpen cation has not been implemented.




