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Abstract—Compromised and misconfigured routers are a  the routing tables or bypassing the faulty links in route
well-known problem in ISP and enterprise networks. Data-  selection, FL enables network communication to be carried

plane fault localization (FL) aims to identify faulty links _ ; Al ; ;
of compromised and misconfigured routers during packet only on non-faulty links, thus yielding high packet deliyer
guarantees [9], [14], [34].

forwarding, and is recognized as an effective means of achieving - . L
high network availability. Existing secure FL protocols are Existing FL protocols that are secure against sophisticate
path-based, which assume that the source nodeknows the  packet modification and fabrication attacks [11], [14],][34
entire outgoing path that delivers the source node’s packets require that the sendémow the entire pathhat delivers
and that the path is static and long-lived. However, these  he source node’s packets, and that the pattobg-lived
assumptions are incompatible with the dynamic traffic patterns tabl ¢ 'tt,' 3 kets [141) to obtai

and agile load balancing commonly seen in modern networks. (e, Sa e over transmitting0® packets [14]) to obtain

To cope with real-world routing dynamicsv we propose the a StatIStICEl”y accurate FL HOWEVEI’, recent measurement
first secure neighborhood-based FL protocol, DynaFL, with studies [10], [18], [20] show that a considerable fraction
no requirements on path durability or the source node knowing  of current network flows are short-lived “mice” and routing
the outgoing paths. Through a core technique we named \aths gre highly dynamic. Furthermore, emerging entepris

delayed key disclosure DynaFL incurs little communication d dat t twork Il ile load bal .
overhead and a small, constant router state independent of the and datacenter networks call for more agiie load balancing

network size or the number of flows traversing a router. In  and dynamic routing paths. For example, a recently proposed
addition, each DynaFL router maintains only a single secret  datacenter routing architecture, VL2 [20], employs Vatian

key, which based on our measurement results represents 2—-4 | pad Balancing [24], [37] to spread traffic uniformly across
orders of magnitude reduction over previous path-based FL  network paths via random packet deflection. In this case, the
protocols. actual routing path is determinexh the fly during forward-

ing and thus cannot be predicted and known by the sender.
Given the conflict between the “static-path” assumption

Modern ISP, enterprise, and datacenter networks demarahd the “dynamic-path” reality, researchers have condude
reliable data delivery to support performance-criticat- se that existing FL protocols are impractical for widespread
vices, thus requiring the data plane to correctly forwarddeployment in large-scale networks with dynamic traffic
packets along the routing paths. Howeueal-world inci- patterns [14].
dents [2], [3], [7], [21], [25], [32] reveal the existence of In addition, in existing secure FL protocols, a router
compromised routers in ISP and enterprise networks thanust share some secret (e.g., cryptographic keys) with each
sabotage network data delivery. Also, in a 2010 worldwidesource node sending traffic traversing that router, making
security survey [1], 61% of network operators ranked infras the key storage overhead at an intermediate router linear
tructure outages due to misconfigured network equipmenin the number of end nodes. The proliferation of key copies
such as routers as the No. 2 security threat. Such misbehashared by routers with all end nodes under non-uniform (and
ing routers can easily drop, modify, delay or inject packetsgenerally poor) administration also increases the riskeyf k
into data plane to mount Denial-of-Service, surveillance,compromise thereby enabling undetected attacks. In egisti
man-in-the-middle attacks, and data exfiltration where asecure FL protocols, a router also needs to maintain per-
malicious router may replicate some packets and send thepath state for each path traversing that router, making the
along other unexpected paths. FL unscalable for large-scale networks.

Unfortunately, current networks lack reliable and se- We aim to bridge the current gap between the security
cure way to identify misbehaving routers that jeopardize of FL against strong adversaries and the ability to support
packet delivery. For example, a malicious or misconfigureddynamic traffic patterns in modern networks such as ISP,
router can “correctly” respond tpi ng or traceroute enterprise, and datacenter networks. More specifically, th
probes while corrupting other data packets, thus cloakinglesired FL protocol should be secure against sophisticated
the attacks fronpi ng or t r acer out e. Data-plane fault packet dropping, modification, fabrication, and delaying
localization (FL) aims to localizéaulty linksthat sabotage attacks by colluding routers, while retaining the follogin
packet delivery in the data plane, thus providolga-plane  properties:
accountability By removing the identified faulty links from « Path obliviousness:A source node or a router does not

I. INTRODUCTION



In this paper, we exploraeighborhood-based-L ap-
proaches, where a routeis data-plane faults (if any) can
accusel 4 be detected by checking the consistency (or conservation)
S A B C D of the traffic summaries generated by théwop neighbors
of r (denoted byN(r) in Figure 2). That is, in benign cases,
Figure 1. Path-based FL. TSlenotes the traffic summary generated by the packetssent tor will be consistent with the packets
routerr. For brevity, “TSy #TSp" refers to “TS, deviates from Tg more  received fromr by all of r’s neighbors as reflected in their
than & certain threshold” traffic summaries. In this way, the FL is independent of
routing paths and only depends on 1-hop neighborhoods,
thus supporting arbitrary routing protocols and dynamédlo
balancing. Additionally, each router in a neigbhorhooddzh
approach only needs to maintain state for each neighbor.
In summary, neighborhood-based FL localizes fatitsa
specific 1-hop neighborhoa reduce further investigation,
to trade localization precision for practicalityn modern
networks with dynamic traffic patterns.

Though promising, neighborhood-based FL is susceptible
Figure 2. A neighborhood example. to sophisticated packet modification and collusion attacks
due to several security and scalability challenges. Fomexa
ple, for the sake of scalability, the traffic summary cannot
be a copy of all the original packets (or even their hashes),
but have to be a compact representation of the original
packets via a certaifingerprinting function F. On one
hand, if 7 generates traffic summaries at different nodes
without using different secret keys, a malicious router can
predict the outputs ofF at other nodes and tactically

« O(1) key storage: A router only manages a small ity packets such that the outputs &F will stay the

number of keys regardless of the network size. same as with the original packets. On the other hand, if
Path obliviousness and volatile path support togetherlenab F at different nodes usedifferent secret keys, we cannot
agile (e.g. packetlevel) load balancing and dynamic routing compare and run consistency check over different nodes’
paths (e.g., Valiant load-balanced paths). These two prograffic summaries. To address these challenges, we propose
erties alsodecouplethe data-plane FL from routing, thus DynaFL, a protocol that employs a core technique called
enabling it to support a wide array of routing protocols. delayed key disclosureyhich discloses thesamekey for
Finally, constant router state provides scalability ing&ar computingF to different routersafter they have forwarded
scale networks and O(1) key storage reduces the key setupe packets. To further minimize the protocol overhead,
overhead. DynaFL employs a secure sampling mechanism also based

We observe that the “static-path” assumption in existingon the delayed key disclosure, so that a malicious router
secure FL protocols stems from the fact that those Flcannot know if a packet is sampled or not at the time it
protocols operate on entire end-to-end patbati{-basell  forwards (corrupts) the packet. Finally, a routeignaFL
to localize the fault taone specific linkAs Figure 1 shows, only shares a secret key with a centralized controller, thus
each router maintains a certain “traffic summary” (e.g., aachieving O(1) key storage.
counter, packet hashes, etc.) feach path that traverses Contributions. Our contributions are three-fold:

the router (thus requring per-path state), and sends thf We raise the | ¢ . FL desi
traffic summary to the source nodg of each path.S can - WWe raise the importance of pursuing a secure esign

then detect a link as malicious if the traffic summaries to cope withdynamic traffic patternen real-world networks

from I's two adjacent nodes deviate greatly, as Figure 1Wlth a small constant router state and key storage.
illustrates. HenceS needs to know the entire path topology 2- To the best of our knowledg&®ynaFL is the first secure

to compare traffic summaries of adjacent nodes, and need¥ighborhooebased FL protocol that achieves path oblivi-
to send a large number of packets over the same path so th@i#sness and volatile path suppanmdis secure against both
the deviation in traffic summaries can reflect a statistjcall Packet loss and sophisticated packet modification/irgecti
accurate estimation of link quality. Finally, to autheatie ~ attacks.

the communication between the source and each router i8. In addition, aDynaFL router requires only about 4MB
the path, a router needs to share a secret key with eagter-neighbor state based on our AMS sketch [6] implementa-
source that sends traffic through it. tion, whereas path-based FL protocols require per-paté.sta

need to know the outgoing/downstream path.

« Volatile path support: The FL protocol requires no
maximum duration for a forwarding path.

o Constant router state: A router does not need to
maintain per-path, per-flow, or per-source state.



We also show through measurements that the number afata-plane packets by unexpectedlyopping modifying
keys a router needs to manage in path-based FL protocotnd delaying legitimate packets sent by the source, and
is 2 - 3 orders of magnitude higher than thatliynaFL.  fabricating bogus packets that are not sent by the source.
(which is a single key shared with a centralized contraller) A malicious node can corrupt both the data packets and
Finally, our simulation results demonstrddignaFL’s small  control packetssuch as traffic summaries sent from a node
detection delay and negligible communication overhead. to the AC and certain administrative messages sent from
the AC to nodes. Furthermore, a sophisticated adversary
has knowledge of and tries to disrupt the FL protocol to
In this section, we formalize the notation, network setting evade detection. Multipleolluding nodescan collectively
adversary model, and problem statement. perform the above data-plane attacks, conspiring to evade
) detection or frame benign nodes. The colluding nodes know
A. Notation each other’'s security credentials (e.g., secret keys used i
We use the termsodeandrouter interchangeably to gen- the FL protocol).
erally refer to devices that either perform layer-2 switghi Such a strong attacker model is not merely a theoretical
or layer-3 routing (so nodes do not include end servers)conception, but has been widely witnessed in practice. For
We denote the 1-hop neighborhood (or neighborhood, foexample, outsider attackers have leveraged social enginee
brevity) of a nodes as N(s), as Figure 2 illustrates. For ing, phishing [3], and exploration of router software vul-
a particular packet traversing a neighborhodds), the nerabilities [2], [7] or weak passwords [21] to compromise
neighbor sending that packet to noslés called aningress ISP and enterprise routers [32]. In addition, a majority of
node in N(s) for that packet, and the node receiving thatnetwork operators in a recent worldwide security survey [1]
packetfrom s is called aregress nodeWe term a sequence listed router misconfiguration, which also falls under ot a
of packets as packet strean®. Particularly, we denote the versary model, as a primary cause of network outages [25].
packet stream sent from nodeto nodej asS;;, and this ~ As we will show in Section IlI-C, achieving FL security
packet stream iseenby nodes: andj asS;” and Sj”, against surreptitious packet modification/fabricatiotaeks
respectively. Thedifference of two packet stream§ and is challenging and dramatically complicates the protocol
S’, denoted byA(S',S"), refers to the number of packets in design.
one packet stream but not in the other, without considering
the variable IP header fields such as the TTL and checksur. Problem Formulation

fields. Our goal is to design a practical and secoegghborhood-

B. Network Setting pased FL protocol _to identify a suspicipgseighborhood

(if any) that contains at least one malicious node. Recall
that practicality translates fmath obliviousneswolatile path
supportand constant router statas stated in Section |. We

Il. PROBLEM STATEMENT

We consider a network with dynamic traffic patterns and
a relatively static network topology, which is best exem-

plified by today’s ISP, enterprise, and datacenter network%rther adopt the(a, 3, §)-accuracy [19] to formalize the
To provide maximum flexibility to support various routing security requiremer;tsvas below:

protocols, and even packet-level load balancing, we pose i

no restriction on the routing protocols and load balancing * |f more thang fraction of the packets are corrupted
mechanisms used in the network. We assuméuated by a malicious noden, the FL protocol will raise
administrative controller (AC) in the network, which a neighborhood containing: or one of its colluding
shares a pairwise secret key with each router in the network. nodes as suspicious with probability at Igasie J.

As we will show later, the AC is mainly in charge of ¢ [N benign cases, if no more tham fraction of the
analyzing the traffic summaries gathered from different ~ Packets are spontaneously corrupted (e.g., dropped)
nodes and localizing any neighborhood with data-plane N @ neighborhood, the FL protocol will raise the
faults. Finally, we require nodes in the network loesely neighborhood as suspicious with probability at mast
time-synchronized, e.g., on the order of milliseconds.dmo0  The thresholdsy and § are introduced to tolerate spon-
time synchronization represents a common requirement faianeous failures (e.g., natural packet loss) and are set by
detecting packet delaying attacks [8], [9], [29] and nowada the network administrator based on her experience and
even high-precision clock synchronization is availableegi  expectation of network performance.

the advent of GPS-enabled clocks and the adoption of IEEE Neighborhood-based FL enables the network administra-

1588 [23]. tor to scope further investigation to a 1-hop neighborhaod t
find out which router is compromised. It is also possible to
C. Adversary Model further employ dedicated monitoring protocols, which only

We consider a sophisticated adversary controlling matipl need to monitor a small region (the identified neighborhood)
malicious nodes. Specifically, malicious node corrupts  of the network to find the specific misbehaving router.



I1l. CHALLENGES AND OVERVIEW Detection. After receiving the traffic summaries at the end
of an epoch, the AC runs a consistency check over the traffic

In this s_ection, we first describe the high—leyel steps o,fsummaries in each neighborhood. A large inconsistency
general neighborhood-based FL and then explain the SECUNts the traffic summaries in a certain neighborhokids)
challenges in the presence of strong adversaries. Fina"Yndicates thatN(s) is suspicious

we present the key ideas iDynaFL that address these

challenges. B. The Fingerprinting Functior#
_ Before we present the instantiation 6f we first describe
A. High-Level Steps the general properties thak should satisfy. To enable the

The general steps a neighborhood-based FL takes aRC to detect suspicious neighborhoods,should generate
(i) recordinglocal traffic summaries, (ijeportingthe traffic ~ traffic summaries with the following two properties:
summaries to the AC, and (iijletectingsuspicious neigh- ~ Property 1: Given any two packet stream$ and S,
borhoods by the AC based on the received traffic summarieshe “difference” between7(S) and F(S) can give an

as we sketch below. Though intuitive, these general stepgStimation of the difference betweénand$ , denoted by:
face several potential security vulnerabilities and daitita 2 (F(S), F(S) ) ~ A(S,S). ,
challenges as Section I1I-C will show. Defining the “difference” betweedF(S) and 7 (S ) is F-
specific, as we show shortly.

S Propgrty 2: Given any two packet stream$ and S,
F(SUS)=F(S)UF(S).

. . The U operator on the left-hand side denotes a union
nodes locally generates traffic summaries, denoted by’ TS operation of the two packet strea@andS . TheU operator

and TS, for the packet streamS,, and S, in each . . . o
epoch, respectively. Figure 3 depicts the router state in %n(éh)e ;L%?é}]h%ng_ss'ggc?;cngfds gef?r?g:jb;r;]egﬁ; 4E) and

toy example. These two properties enable the conversiom checking
packet stream conservation to checking the conservation of
traffic summaries in a neighborhooth other words, these

Recording. We divide the time in a network into consec-
utive epochs which are synchronous among all the node
including the AC in the network. For each neighbgra

(FS7), 87" )

r

74/ oo T two properties enable nodes to simply store the compact
TS S, (TS TS S., PTSCT packet fingerprints instead of the original packet streams
5 / — S. — r while still enabling the AC to detect the number of pack-
HS;‘—S; ;‘S—i .>« ets dropped, modified, and fabricated between two packet
TS TOATST TS P TS streams from their corresponding fingerprints.
Specifically, during the detection phase, the AC only
Figure 3. Router state for traffic summaries. needs to compare the difference between (i) ¢chenbined

traffic summaries for packetsent tonodes in N(s), i.e.,
The traffic summary recorded by a nodeshould reflect U, F(S;*), and (i) thecombinedraffic summaries for
both the packet contents and the arrival/departure time segacketsreceived frormodes in N(s), i.e., U;en(s) F(S;%).
at node s to enable the detection of malicious packetBy Properties 1 and 2:
corruption and delay. For the sake of scalability, the traffi

summary can not simply be an entire copy of all the originaIA(ing(s) VAC e F(S777%)
packets (or their hashes using@ptographichash function  _ A F( U S7%),F( U S)) based on Property 2

such as SHA-1 which provides one-wayness and collusion i€N(s) i€N(s)

resistance) and their timing information. Instead, we use~~ A( U S;°°, U S:7°) based on Property 1

a fingerprinting function F to reflect theaggregatesof i€N(s) i€N(s)

packet contents to reduce both router state and bandwidth @
consumption for reporting the traffic summaries to the AC.Note thatA(U;en(s) S;7%, Usen(s) S;*) reflects the discrep-
We denote the fingerprint for a packet stre8m generated ancy between packets sent to and received from rodad

by r asF(S,®), as Figure 3 depicts. In addition, as Figure 3 a large discrepancy indicates packet dropping, modifioatio
shows, for a packet streaffy, (or S,,), the traffic summary and fabrication attacks ifi(s).

of noder also contains thaveragedeparture timé,”" (or  sketch for . The p’"moment estimation sketch [5], [17],
arrival time ¢, ) and the total number of packets™ (or  [33] (as used by Goldberg et al. [19] fapath-based
n,~*) in Sy (or Ss,) seen in the current epoch to enable thep| ) serves as a good candidate t6r More specifically,
detection of packet delay attacks. p'"moment estimation schemes use a random linear map
Reporting. At the end of each epoch, each nodsends its  to transform a packet stream into a short vector, called the
local traffic summaries to the AC. sketch, as the traffic summary. benigncases, packets, if



viewed as 1.5KB (the Maximum Transmission Unit) bit-

vectors, are “randomly” drawn frond0, 1}1536>8, Hence,
different packet streams will result in different sketcheth

a very high probability (w.h.p.)Goldberg et al. [19] also
extensively studied how to estimate the number of packets
dropped, injected, or modified between two packet streams
from the “difference” of two corresponding sketch vec-

tors, thus satisfying Property 1. Specifically, the diffeze

S*ﬂm SHW  7(5)) ﬁi
Srs s : t (7£ Srs)

_"_’k

A(F(S), F(S)") (used in Property 1) between two sketch Figure 4. An example of stealthy packet modification attackewhodes

vectors is defined as:
A(F(S), F(S)) = |1F(S) - F(S) || 2

where [|z|[2 denotes thep!"moment of the vector. We

do not use different secret keys for computifig For simplicity, the sketch
vector is represented as a ‘0-1’ bit vector. The maliciousenodnodifies
the packet stream in such a way that the modified packet stgﬁnﬁll
results in the same sketch vector$s at nodet.

can further prove that the sketch satisfies Property 2 and
the combination ofF(S) and F(S) used in Property 2 is The first condition ensures the consistency of traffic sum-

defined as:

F(S)UF(S) = F(S)+ F(S) A3)

maries (more precisely, sketches in the traffic summares) i
the benign case when the packet streams are not corrupted
between nodes: and ¢. The second condition ensures

where + denotes the addition of two vectors. The proof ighat if packet corruption happens between nodesnd ¢,

as follows.
Proof: A sketch functionF over a set of elements =

{p17p27 ..
using a hash function [19], where:

h(Pi) — U (4)
and v; denotes a vector. More specifically:

F(S)=F{p1:p2,--.,pn}) = h(p1) + h(p2) + ...+ h(pn)

(5)
Hence, given two packet strearfSs= {p1,ps,...,pn}
andS' = {p,py,...,p, }, we have:
f(SUS ({pl,...,pn,p;,...7p;,})
= h(p1) + ..+ h(pa) + h(p)) + ..+ h(py)
(6)
and:
FO) +FES)=F({pr - pa}) + F({pro- 0 })
= h(p1) + -+ h(pn) + h(p) + -+ A(py)
(7

From Equations 6 and 7 we can see that: whgs) U
F(S') is defined asF(S) + F(S'), we haveF(SUS') =
F(S)UF(S), thus proving Property 2 for Sketch. m

C. Challenges in a Neighborhood-based FL

From Property 1, we can further derive the following

conditions on the fingerprinting functiaf. Given any two

packet streamS, andS; seen at nodes andt, respectively,
a fingerprinting function computed byandt should satisfy:

if S, =S, F(Sy)
if S # Sy, F(

= F(S:) (®)
S,) # F(S) whp.  (9)

,Pn} €an be implemented in a “streaming” mode

inconsistency of the traffic summaries will be observed,

which will then enable the estimation of packet difference

in the corresponding packet streams (Property 1). However,
these two conditions tend to be contradicting and lead to the
following dilemma.

F without different secrets. If the random linear map in

F (which can be implemented as a hash function [14]), is
not computed with different secret keys by different nodes,
a malicious node can predict ttfe output ofany othernode

for any packet. SinceF maps a set of packets (or their 160-
bit cryptographic hashes) to a much smaller sketwsh
collisionswill exist where two different packets produce the
sameF output (since sketch is not proven to perserve the
collision resistance property of the cryptographic hasicfu
tion). Hence, a malicious node can leverage such collisions
to modify packets such that the modified/fabricated packets
will produce the samé output at other nodes, violating the
condition in (9). Figure 4 depicts such an example.

F with different secrets. If nodes computeF with different
secret keys to satisfy the condition in (9), it is hard for
the AC to perform a consistency check among the resulting
sketches. For example, even the same packet stream would
result in different sketches at different nodes, thus Yiota

the condition in (8). Figure 5 depicts such an example. Since
the sketch is only @ompact and approximatepresentation

of the original packet stream, the AC cannot revert the
received sketches to the original packet streams to check
packet stream conservation.

Scalability vs. sampling. Even with F for packet finger-
printing, a traffic summary over a huge number of packets
can become too bandwidth-consuming to be sent frequently
to the AC (e.g., every 20 milliseconds). For example, the
number of packets for an OC-192 link (10Gbps) can be
on the order ofl0” per second in the worst case, which



D. DynaFL Key ldeas

In DynaFL, nodes temporarily store the cryptographic
hashes (which are collision-resistant) for all packets re-
ceived/sentper neighborin an epoch. At the end of each
(ST # F(ST0), suspiciou_sg_a"A epoche, nodes usepoch samplingo decide if packets in the
---------------------------------- epoch are to be fingerprinted; if so, nodes generate thectraffi
Figure 5. lllustration of the difficulty in using differenesret keys when summarlgs a_md report them to the AC' This reduces both _the
computing F. The sketch vector is represented as a ‘0-1' bit vector for COmmunication overhead for sending the traffic summaries
simplicity. In this example, nodes s andt use different secret keys when tg the AC and the computational overhead for generating
computing the Sketch to generate their traffic summaries. and checking the traffic summaries. Specifically, nodes first
use thenetwork-wideidentical per-epoclsampling key K¢
(described shortly) for computing a PRFto determine if
the current epoch is “selected”; if and only if the current
swells the size of a sketch to hundreds of byteS to boun@poch is Se'ected, nodes will usé with the network-
the false positive rate below 0.001 [19] and may requiréwide identical per-epocffingerprinting key K (described
several KB/s bandwidth for the reporting Bach node.  shortly) to map packets into per-neighbor traffic summaries
Packet sampling represents a popular approach to reducingsing the samex’¢ and K¢ enables consistency checking
bandwidth consumption, where each node only samples gyer the traffic summaries from different nodes.
subsetof packets to feed intd¥ for generating the traffic  To address the packet modification attacks and collusion
summaries. To enable a consistency check of the traffigitacks mentioned earlier, nodes mat know the per-epoch
summaries in a neighborhOOd, all nodes in a neighborhoo@(: and K; until the end of each epochz, after theyha\/e
should Sample theamesubset of paCketS, and the Cha”enQEforwarded(or possib|y Corrupted) packets in epQﬁhThUS,
is how to efficiently decide which subset of packets all\yhen a packet is to be forwarded (or corrupted), a malicious
nodes should agree to sample. For security, the samplingode does not knows® and K¢, and thus cannot predict
scheme must ensure that a malicious node cannot prediginether this epoch is selected for sending traffic summaries
whether a packet to be forwarded will be sampled or notand if selected, what the sketch output will be for this
Otherwise, the malicious node can drop any non-sample@acket. To achieve this property, idynaFL, the trusted
packets without being detected. AC periodically sends the per-epodki® and K¢ via key

The problem is further complicated by the presence oflisclosure messagew all nodes at the end of each epoch
collusion attacksn our strong adversary model as well as N @ reliable way (described later) and nodes use the rateive

our path obliviousnessequirement. Several existing sam- 85 @nd/’; to select epochs and fingerprint packets that have

pling schemes are broken when applied to our setting. FoRlréady been forwarded or corrupted.
example, in Symmetric Secure Sampling (SSS) [19], the A mahuou; node may first attempt to locally hold all
packet sender and receiver use a shared Pseudo-Randd¥¢ Packets in an epoch, and only forward or corrupt

Function (PRF)P to coordinate their sampling. Imported Packets at the end of when the malicious node learts;
to our setting, e.g., using the neighborhood example irind K3, thus being able to launch the packet modification

Figure 5, nodes andt share a secret kel,, and a PRFP, z_ind selective p_acket corrupfcion attack§ as me_ntioned ear-
computeP with K, for each packet, and sample the packet“er- However, since the trafhc summaries alsol include the
if the PRF output is within a certain range. In this way, node@verage departure/arrival time of the sent/received piacke

s itself cannot know whether a packet is sampled or notth€ malicious node will be detected with packet delay

However, this approach fails in our setting. We consider thgnisbeh_avior in the detection ph_ase. . .
topology in Figure 5 for example: Sections IV, V, and VI detail the recording, reporting,

and detection phases InynaFL, respectively. Section VII
presents the security analysis and Section VIII evaluates
DynaFL’s performance through measurements and simula-
tions.

o If s andr collude,r can informs of which packets are
sampled, so that can safely drop non-sampled packets
and not be detected.

« Due to the dynamic traffic pattern, an ingress nods IV. RECORDING TRAFFIC SUMMARIES

a neighborhood(s) does not know which egress node  The main technical challenges in the recording phase are
a packet will traverse itN(s) (if s has more neighbors how to deal withimperfecttime synchronization among

besidesr and ¢, there exist multiple possible egress nodes and packet transmission delay, and how to efficiently
nodes thani). Hence,r does not know which PRF  protect the key disclosure message from adversarial corrup

or secret key to use for packet sampling, given thation. We explain howDynaFL solves these challenges in
r shares a different secret key with each nod&i{r).  tyrn below.



A. Storing Packets traffic summaries are needed for reporting.
Hence, a node maintains the following data structures

In the “ideal” case (with perfect time sychronization andf h neiahbor f h h Fi 6 al h
no packet transmission delay), nodes simply need to store’ €ach NEIghbor for each epoch, as Fgure © aiso Shows.

packets for the single “current” epoch and at the end of each * The packet cach€.™" temporarily stores hashes for
epoch send the traffic summaries to the AC for that epoch. ~ Packets in botlS;”" andS;™" that are seen in a live
However, in practice, routers need to determine which epoch ~ €Poch (using a cryptographic hash function such as
an incoming packet belongs to (or whether a received packet ~SHA-1). Each entry contains the packet hash and a bit
belongs to the current epoch or a previous, outdated epoch). indicating if the packet belongs &, or §;".

One might attempt to let routers map received packets into ® The router stores theumof packet departure times-
epochs based on their local packet arrival time. However,  [@mpst;”" seen inS;™" and the sum of packet arrival

: _ _ . . R . ,
this approach would introduce large errors for the follogvin timestampst;™" seen inS;™" in a live epoch with
reasons: microsecond precision.

« Finally, the router stores the total number of packets

: - 4 ny " seeninS;”" andn:™" seen inS; " in a live epoch.
synchronized, e.g4-1 millisecond, the epoch intervals InD s L t*‘ | ° ds t ° ider th h
at different nodes may still be misaligned by up to a few ! DYhal'L, a routers aiso needs 1o consider the case where

milliseconds. This misalignment will result in a consid- its next-hop neighbor is the destination for a certain packet,

erable number of packets being attributed to differents® thatr will naturally not forward the packet. If it is the

epochs at different nodes, thus causing inconsistencie;,éase for a certain packet, routedoes not cache that packet

in the corresponding packet fingerprints. or neighborr.
« Due to the network transmission delay, a packet sent
by a source at epoch may arrive at another node at cyptohash | Srs OrSsr?
a different epocte + i. In other words, a packet may
have been received by an ingress node but not the egress
node of a neighborhood at the end of an epoch when
nodes need to generate their packet fingerprints, thus
producing inconsistencies in the traffic summaries.

To deal with imperfect time synchronization, the source I Epoch ID | o I R I RN - I cor I
in DynaFL embeds docal timestamp when sending each
packet. Such a timestamp can be added as an additional flow Figure 6. Router per-neighbor state details.
header, using the TCP timestamp, or in the IP option field,
etc. Any router in the forwarding path will determine the  Among these data structures,™, ¢°", nS™", and n;”"
corresponding epoch for each packet based on the embeddgshuire small constant storage, around 8 or 4 bytes for each.
timestamp. In this way, we ensure that all routers put eaclt " will be used for packet fingerprinting. The size@f™"
packet in the same epoch for updating the traffic summariegiepends only on the epoch lengthand link bandwidth,

For example, if the timestamp embedded by the source iBut not the number of flows/paths traversing nodeAs
t. and the epoch length i, then all routers will map the Section VIII-A shows, with an epoch length of 20 millisec-
packet into GPOCH%J- onds and one-way network latency of 20 milliseconds, each

To eliminate traffic summary inconsistencies due to packetouter line-card requires only around 4MB of memory for
transmission delay, we also need to ensure that when gean OC-192 link, which is practical today.
erating traffic summaries for a certain epoeh packets For simplicity’s sake, we us€;”" andC; " to denote the
that are sent and not corrupted in epachare received packets cached fd;”” andS;" by nodes, respectively.
by all the nodes in the forwarding paths. To this end, .
if the epoch length is set td. and the expected upper B. Secure Key Disclosure
bound on theone-way packet transmission delay in the At the end of each epoch, the AC discloses the sam-
network isD, each router stores packets sent in the currenpling key Kf‘rf] and fingerprinting keij;_rﬂ to all
epoche as well asin previous [%1 epochs, denoted by nodes in the network via &ey disclosure messagiac,
e—1l,e—2,...,e— [%]. We call these epocHive epochs  and requests the traffic summaries for the most recently
Then at the end of an epoehnodes will generate and send retired epoche — [%1. Obviously, dac itself needs to be
to the AC the traffic summaries for thaeldestlive epoch  protected from data-plane attacks (dropping, modification
e— [%1, in which the packets have either traversed all nodegabrication, or delaying) by a malicious node during end-
in their forwarding paths or been corrupted. The periodic ke of-epoch broadcasting. It might be tempting to let the AC
disclosure messages that the AC broadcasts synchronize thee digital signatures to authenticatg: in order to address
current epoch ID and the oldest live epoch ID for which malicious modification and fabrication; however, freqient

o Though all the nodes in the network domselytime-
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from the genuine one-way hash chain and is thus authentic.
We assume each node in the network has the correct public
key of the AC, so that the AC can authenticatg via
digital signatures during the bootstraping phase. Alonidp wi
Ky, an epoch number is included and authenticated in the

bootstraping broadcast message to enable switching to a new
Figure 7. Possible attacks in the recording phase. A makcitede s key chain whenever needed
may attempt to drop the key disclosure messdge, or manipulate the ) . .
TTL value to cause packets to be dropped at a remote place ¢hivdthis Furthermore,DynaFL creates a spanning tree in the

example), thus framing a remote neighborhobidd() in this example). network rooted at the AC, along whictiac is delivered
to each node. Sinc®ynaFL uses apre-generated, static
spanning tree for the broadcast messages, there is no need
generating and verifying the signatures on a per-epocts basfor dynamic path support when protectidgc.
can be expensive (e.g., an epoch can be as short as 20 ) i e
milliseconds and signature generation and verificatioretim & Sampling and Fingerprinting
could be on the order of milliseconds). Given the disclosed<?/ and K} at the end of an epoch
Our key observation is that, the key disclosure message, each nodel first uses the sampling PRP with K7,
dac is transmitted at the end of each epoch synchronouslglenoted byP,.;, to determine if the oldest live epochis
among all the nodes. If a malicious nosldropsdac, the AC  selected. If so, node then uses the fingerprinting function
will fail to receive the traffic summaries of certain neighbo 7 to map the cached packet hashes in each per-neighbor
of s, thus detectingN(s) as suspicious. For example in stream into a sketch vector, i.e’:‘wi(({:ﬁ) or ]-‘K;((Cf’”),

Fig“;ﬁ) 7, if sddrops dac f_instead_ ofhforwarlijing It 1o its computed with the giver}. Finally, nodet generateswo
neighborr, noder cannot fingerprint the packets to generate;, i i T r ; .

traffic summaries, thus failing the consistency check Oftrafnc summaries "7 and T, " for a neighborr:
traffic summaries ifN(s). As we show in Section V, the AC
expects to receive traffic summaries within a short amount
of time after each epoch ends; delayidgc more than
that amount of time is effectively equivalent to dropping - S , ,
dac and causes the malicious node's neighborhood to be * 1i  for packet streamS;™ includes irﬂngetrgrlnt
detected. Thus, the remaining problem is to prevent the 77 (Ci "), average packet arrival timg = = Jt,
modification and fabrication ofiac, Which is equivalent to and the total numben;™" of packets seen ;" in
authenticatingdac to all nodes in the networkvithout the epochj.

use of digital signatures. Section VII further elaboratds/ w Figure 9 summarizes the FL-related packet processing
the authentication ofiac is needed for security purposes. inside aDynaFL router. We detai? and.F in the following.

The dac for epoch; includes anepoch keyK”, based  |mplementing P. A n-bit epoch sampling key? is derived
on which the epoch sampling kei! and the epoch fin- yja a PRF (Equation 10) and is thus uniformly distributed
gerprinting keyK'; can be derived using a Pseudo-Randomj, [0,2™ — 1]. Given asampling rate\ € (0, 1), an epochj
Function (PRF), e.g.: is selected iff:

K] « PRFy;(1), K} — PRFy;(2) (10) Ki<).2n (11)

Furthermore inDynaFL, time in the network is loosely !N this way, on average a fraction of the epochs will
time-synchronized and divided into consecutive epoctes; thP€ selected. Since nodes use the sdtijefor epoch sam-
authentication ofdac is required only once per epoch. Pling, benign nodes will select the same set of epochs,
Hence, we just need to authenticak& for each epoch, thus_ensurmg the consistency of the traffic summaries in
which can be efficiently achieved viacme-way hash chain & Neighborhood.

As Figure 8 shows, the AC applies a one-way functidn Implementing F. We use the second-moment sketch
(a cryptographic hash function) repeatedly on the root keycomputed withK% as a case study to implemet, and

K" to derive a set of epoch keys. The AC publistigsin a  analyze the size of the sketch vector to achieve Property 1
bootstraping broadcast message through the network so thaith (o, 3, §)-accuracy. We assuni)’ packets per second
nodes can verify if any given epoch key is indeed derivedn the worst case for an OC-192 link with an epoch length

i lower TTL
i inmto ‘2’

« T," for packet streamS;”" includes a fingerprint
Fi(C;T), average packet departure tifje” = ‘.,
t

and the total numben;”" of packets seen i;”" in
epochy;
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Figure 10. Example of secure transmission of traffic summaryrtepo

For brevity, we denote the traffic summaries of a nédes T and omit

the secret key for the MAC notation.

To address the TTL attacks, when computifg each
. noder performs either of the following:
traffic summaries

sent to the AC « For a packet received from a neighbor, nedmmputes
F over the entire packehcludingthe TTL field.
"""""""""" « For a packet sent to a neighbor, nadeomputes and
Per-epoch operations F over the packet, but with the TTL field additionally
decreased by 2 (equal to the TTL value at the 2-hop-
away egress node N(r)).

In this way, node- in Figure 7 simply uses the TTL value as
_ contained in the packets received fromwhen computing
of L (seconds). Then, the number of packets a sampled 7, since the ingress nodes M(s) (nodesi and j) must

epoch isy = L-107. Using the classical Sketch due to Alon have computed® with an adjusted TTL value equal to that
et al. [6] for example, the storage requirement for the sketc at noder-.

Figure 9. FL-related packet processing insidBanaFL router.

is given by: The TTL value in a packet is also decremented by one
M x log, /21 1n(200N) (12) for every second the packet is buffered at a router. Holding
2 0 a packet longer than one second at a router is treated as a
1 1 packet delaying attack and will be detected due to the use
whereM > — o—-1In < of the above construction.
€e3—-2 0§ (13)
ande = p- a. V. REPORTINGTRAFFIC SUMMARIES
0+«

If an epoch is selected, after the fingerprinting procedure,
a nodet generates two traffic summaries”T and T,"
for each neighborr, and sends them to the AC in a
Dealing with TTL attacks. Certain fields in the IP header, traffic summary report denoted by,. The challenge in the
such as the TTL, checksum, and some IP option fields, wilfecording phase is to protect the traffic summary reports
change at each hop. Both sampling and fingerprinting irfrom being corrupted.
DynaFL need to properly deal with these variant fields. Take In DynaFL, nodes form a static spanning tree rooted at
the TTL field for instance hereinafter (though the argumentghe AC for sending the traffic summaries. Given the spanning
apply similarly to other variant fields). On the one hand, iftree, the goal is to protect the traffic summary rep@is
F is computed over the entire packet including the TTLfrom different nodes destined to the AC. Althoughs are
field, even in the benign case the same packet stream willlso subject to data-plane attacks, they are transmitted ov
leave different traffic summaries (or precisely, the sketchstatic and pre-generatecpaths in the spanning tree. Hence,
vectors) at ingress and egress nodes. On the other hand,dfnamic traffic is no longer a concern, thus substantially
F is computed over the entire packets excluding the TTLsimplifying the problem. SpecificallyDynaFL utilizes an
field, a malicious node can modify the TTL field at liberty Onion Authenticationapproach [34], [36] to protect the
without affecting the traffic summaries. Figure 7 depicts antransmission ofdac along each path in the spanning tree.
example TTL attack, where the malicious nodwers the  In a nutshell, within a short timer at the end of each epoch,
TTL value to 2 in the packets and causes the packets to beach nodet needs to send its traffic summary rep@t
dropped at the 2-hop-away downstream negdéhus framing  to the AC, andR; is authenticated with a MAC computed
neighborhoodN(a). using a pairwise secret key shared between rtoded the

In Section VIII-A we derive numeric values for the size of
the sketch vector based on the epoch length



AC. The traffic summary reports from different nodes are2. Content conservation.The AC then extracts the sketches
sent in anonion fashion. For example in Figure 10 ; in the traffic summaries itN(r), and estimates the discrep-
includes the reporfR;, of node k. In this way, DynaFL.  ancyé; between the sketches for packets sent tnd the
efficiently protects the key disclosure messajge without  sketches for packets received fromThe AC detectN(r)
the use of expensive asymmetric cryptography. Section VIas malicious ifd; is larger than a certain threshold, i.e.,:
gives a more detailed security analysis of such an Onion af

Authentication approach. o > a?+ 5~ max{ze:zi:nfr(e),;;nﬁ(e)}

where

The AC performs consistency checks for each neigh- _ i ver =T 12
borhood N(r) based on the received traffic summaries. O = I Vientr) Faeg (C77) = Vienn ey (C77) Iz
However, since an epoch may only have a small number (16)
of packets, detecting a suspicious neighborhood based dnhas been proven [19] that the above threshold can satisfy
the consistency checks fandividual epochs can introduce the (o, 3, §)-accuracy defined in Section I1-D.

a large error rate. Take an extreme case for example: if in
certain epoch a neighborhodé(r) only transmits a single
packet and the packet was spontaneously lost, concludi
that the packet loss rate is 100% alNdr) is suspicious
would be inaccurate.

To deal with this problem, the AC still performs the
consistency checks and estimates the discrepancy for in-
dividual epochs; but it makes the detection based on the
aggregateddiscrepancies over a set (E epochs (Ca”ed We show thatDynaFL iS secure against all attacks that
accumulated epochy so that the total number of packets are possible in the misbehavior space given our adversary
over theE epochs is more than a certain threshdldo give ~ mModel. By our definition, a malicious router can drop,

a high enough accuracy (e.g» 99.9%) on the detection Mmodify, fabricate, and delay packets. In addition, a malisi
results. Section VIII studies the value of. Therefore, the router can attack data packets, key disclosure messhges
AC stores the traffic summaries for each neighborhood an@nd reporting messages. We first shbynaFL's security
makes detection when the total number of packstss @gainst a single malicious node and then skdigmal'L's
reached. More specifically, let;¥(e) andn;"¥(e) denote ~ Security against colluding nodes.
the packets received from / sent to(n; ¥ andn_Y) in Security against corrupting the data packets.Dropping,
the traffic summary for epoch, respectively; for a certain modifying, and fabricating data packets in a neighbor-
neighborhoodN(r), whenever hood N(m) will cause inconsistencies between sketches
. - in N(m) as mentioned earlier. Delaying data packets in
mafc{z Z i (e), Z Z"l (e)} >N (14) N(m)( W?” cause abnormal deviation between average packet
e e arrival/departure timestamps K(m). If a malicious router
(wherei € N(r) and e iterates over all the accumulated changes the timestamps in data packets embedded by the
epochs), indicatingN is reached, the AC performs the source nodes, it is equivalent to modifying packets and
following checks to inspect iN(r) is suspicious: packets may be mapped to different epochs, in which case
1. Flow conservation. The AC first extractsz;*"(¢) and such an attack will manifest itself by causing inconsisiesc
n:"(e) for each nodei in N(r) for each epoche, and in the sketches of a neighborhood containing the malicious

K2

calculates the difference between the number of packets sefPuter.

to r and the number of packets received frorover all the  Security against corrupting dac. As we mentioned earlier,
E accumulated epochs. If the ratio of the difference to thef a malicious nodemn drops thedac, some nodes adjacent
total number of packets in all thE accumulated epochs is to m will fail to send the correct traffic summaries to

VI. DETECTION

3 Timing consistency.Finally, the AC extracts the differ-
r]ence between the average packet departure time and arrival
t%ne, and concludes th&i(r) is suspicious if the difference

is larger than the expected upper bound on the 2-hop link
latency.

VIl. SECURITY ANALYSIS

larger than a threshold, i.e.: the AC, thus causing a neighborhood containingto be
Sy —r detected. We note that the authenticationdgf is needed
2 2 (fz i ng” > [ (15)  (through the one-way hash chain). Otherwise, a malicious
maz{d_, > ;ni"(€), 2. dni "(e)} node can replace the sampling and fingerprinting keys with

then the AC detect8!(r) as suspicious. The thresholtlis its own fake keys, by which the malicious node can predict
set based on the administrator's expectation of the naturdhe output of other nodes’s sketches and perform packet
packet loss rate; e.g., in the simulations in Section VIII wemodification attacks. In addition, if the epoch IDs diac
set 5 to be four times of the natural packet loss rate in awere not authenticated, a malicious node can replace the
neighborhood. oldest live epoch ID irdac for which the traffic summaries
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are requested with the current epoch ID. In this way, 340
inconsistencies of traffic summaries can be detected foesom 0 20 40 60 80 100 120 140 160 180 200

benignneighborhood due to the packet transmission delay Epoch Length (ms)

as Section IV-A describes. With the (delayed) authenticati
of dac, any attempt to modifydac will be detected (after
[£7 epochs).

It is noteworthy that thalac sent at the end of epoch
cannot simply disclose the MAC secret kéy,_, for the VIIl. PERFORMANCEEVALUATION
previous epocte — 1. This is because at the timg,.
is disclosed, thalac sent at the end of epoch— 1 may
not have yet reached all nodes. Hence, a malicious no

Figure 12. Sketch size for an OC-192 link with the averagekgiasize
of 300 bytes and = 0.001.

In this section, we analyze the protocol overhead and
d%tudy the detection efficiency @ynaFL via measurements

which has already receivef,_; might sendk,_; to a and simulations, with our implementation of the classic

downstream colluding node via an out-of-band channel, sg‘ketCh [6] in C++.
that the colluding node can break the authenticity of they Storage Overhead
dac sent in epocte — 1. Hence, at the end of an epoeh
we disclose the MAC key for epoch— [£] to ensure the
dac sent in epoche — [%1 has reached all the nodes in the
network.

DynaFL incurs only per-neighbor state while existing
secure path-based FL protocols require per-source and per-
path state. In this section, we quantify the per-neighbor
storage overhead of ®ynaFL router, which primarily
includes the packet cache and the sketch for each neighbor.

cannotselectivelydrop the reporting messages ofemote Sketch size.We d Erive numeric valu_es of the sketch size
based on Equations 12 and 13, using an example setting

(non-adjaf:ent) node, to frame a ne|ghborhood containing where the average packet size is 300 bytes and the link’s
noder. Since all the accumulated reporting messages are

“combined” at each hopm can only drop the reporting Capacity is 10 Gbps (an OC-192 link). Furthermore, we

messages from iisnmediateneighbors, which will manifest considers = 0.001, a = 0.002, and § = 2a for the
a neighborhood containing, as suspicious. («, B,0)-accuracy, i.e., the false positive rate and false

] ] ) . negative rate of the sketch-based detection are limite@mund
Security against colluding attacks We illustrateDynaFL’s 0 001. Figure 12 plots the result, from which we can see

security against colluding attacks via a toy example showRpgat g sketch with fewer than 500 bytes can already yield a
in Figure 11. We show that for a malicious nogewhich  desjraple accuracy.

actually corrupts packetss long as one benign node exists
in N(m), a neighborhood containing eithen or one of its
colluding nodes will be detecte@he key observation is that
since the traffic summaries are sent to the AC and the A
performs the detectiorgach node can only claim one traffic
summary per selected epocto simplify the analysis while
still unveiling the intuition, we only consider the numbbut
not the payload) of packets sent by each node, as sho
in Figure 11. Suppose nodesand d are colluding, and
noded drops 50 packets. As_ long as noele's_benign in [Q +17-20-9-L (17)
N(d), to cover the misbehavior af, the colluding node: L

has to send a traffic summary to the AC falsely claiming itWe omit the 1-bit indicator for each packet hash entry
sent “50” packets ta (and thus received “50” packets from to indiciate which packet stream the packet belongs to
node b). However, this claim will make the neighborhood (see Figure 6). Assuming the per-neighbor sketch size is
N(b) suspicious since the benign nodewill claim it sent 500 bytes, one-way latenc®) = 20ms, and the average
100 packets t@. packet size is 300 bytes for an OC-192 link, we derive

Security against corrupting reporting messageskirst, due
to the use of the Onion Authentication, a malicious nade

Cache size and per-neighbor storage overheadVe now
study the cache size for temporarily storing packet hashes i
ive epochs, which, together with the sketch size analyzed
bove, constitutes the per-neighbor storage overhead of a
DynaFL router. We denote the upper bound of one-way
network latency ad), epoch length ag,, and the number
of packets per second as Using 20-byte packet hashes,
e cache size is given by:



e C. Bandwidth Overhead

We analyze the bandwidth consumption on each link by
the reporting traffic summaries based on the measured ISP
10 topologies from the RocketFuel dataset [31]. Recall that th
8 reporting messages are transmitted along a spanning tree
6 rooted at the AC. Hence, the bandwidth consumption by the
4 A reporting messages on a link is determined by the number
2
0

Size (MB)

s of children below that link and the degrees of the children.
For each ISP topology, we first select a “central” node
0 10 20 30 40 S0 60 70 80 90 100 as the AC, which is the node in the network that has the
Epoch Length (ms) highest fraction of all shortest paths that pass through tha
node. Then, we create a minimum spanning tree rooted
at the central node (or the AC) for transmitting reporting
messages to the AC. We consider the epoch lehg2Oms,
a per-neighbor traffic summary as 500 bytes, and the epoch
Pa*g?g;ﬁg sampling rate is 1%. Hence, on average, each node only
10000 | | sends one reporting packet in every two seconds. Figure 15
plots the results for ISPs with AS numbers 1221, 1239, 1755,
1000 | il 3257, 3967, and 6461. From the results, we can see that the
fraction of bandwidth used for reporting traffic summaries
100 1 on a link is small for all topologies (e.g., between 0.002%
and 0.012% for an OC-192 link).

Figure 13. Router per-neighbor state for an OC-192 link \tlith average
packet size of 300 bytes and one-way network latency as 20ms.

100000

number of keys

10 ¢
D. Detection Delay
AT Sernt L3 12 BOube VL2 DOal As Section VI states, the AC performs consistency checks
and detects any anomalies only when the total number of
_ _ packets over multiple epochs is accumulated more than a
Figure 14. Key management overhead at each router. ArouleyinFL  cartain thresholdV in order to give a low false positive and
always requires just one key shared with the AC. . .
negative rate (e.9<.0.1%) on the detection results. Hence,
the number of packetd’ characterizes the detection delay
of the FL protocol. We fully implement the classic Sketch
gue to Alon et al. [6] in C++ with a four-way hash function,
and perform simulations to study.

the per-neighbor storage overhead ddenaFL router with

different epoch lengths shown in Figure 13. We can observ
that, with an epoch length of 20ms, only around 4MB is
required per-neighbor. The “humps” exist in the curve due

to the use of the ceiling function in Equation 17. 018 : : : :
0.16
B. Key Management Overhead £ 014
o
One distinct advantag®ynaFL presents is that each o 0.12
router inDynaFL shares only one secret key with the AC, 45 0.10
whereas in path-based FL protocols itniscessaryor each g 0.08
router to share a secret key with each source node in the g 0.06
network in the worst case [14], which dramatically compli- o 0.04
cates the key management and broadens the vulnerability 0.02
surface. To quantiffDynaFL’s advantage over path—baset_j 0.00 5 7000 . 6000 8000 10000
FL protocols, we leverage the measured ISP topologies detection delay(N)

from the Rocketfuel dataset [31] and the topology from
Internet2 [4]. Figure 14 shows the maximum number of keys
each router needs to manage in path-based FL protoco|§igure 16. False positive rates with no malicious activita imeighborhood

. . with different numbers of nodes. The natural packet loss irat neigh-
and a router inDynaFL always requires only one secret p,,q.q'is 0,001 and the detection thresholds for both flonservation
key shared with the AC (thus invisible in the figure). We and content conservation afe, = 3 = 2a = 0.004.
can see that the number of keys a router needs to manage in
path-based FL protocols is 100 to 10000 times higher than Since inDynaFL, neighborhoods are inspected by the AC
that in DynaFL. independentlywe also perform simulations for independent
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Figure 15. CDF of per-link bandwidth consumption for the nejpg messages iDynaFL.
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Figure 17. False negative rates in a malicious neighborhoitid five Figure 18. False negative rates in a malicious neighborhodt w

nodes, where the malicious nodaly dropspackets. The natural packet five nodes, where the malicious node both drops packets andfiesodi

loss rate in a neighborhood is 0.001, the detection thrdshok both flow packets. The natural packet loss rate in a neighborhood 0810.the

conservation and content conservation &ge= 8 = 2a = 0.004, and the detection thresholds for both flow conservation and contemservation

malicious packet dropping rate is 0.005. areT, = B = 2a = 0.004, the malicious packet dropping rate is 0.005,
and the malicious packet modification rate is 0.005.

neighborhoods with different sizes. Since we shovied . ) o o
naFL’s security against colluding attacks in Section VII, fates in benign cases where no malicious routers exist in
we emulate a single malicious node in our simulationsthe neighborhood. We can see that with> 5000 packets,
Our setting is as follows. The natural packet loss ratghe false positive rate is under 1%.

in a neighborhood is 0.001 and the detection thresholds Figure 17 shows the false negative rates with a malicious
for both flow conservation and content conservation argouter which only drops packets with a probability of 0.005.
0 = 2a = 0.004. Figure 16 depicts the false positive Figure 18 plots the false negative rates with a malicious



router which both drops and modifies packets with a prob- X. CONCLUSION AND FUTURE WORK
ability of 0.005, respectively. We can see that the sketch-
based approach is effective in detecting packet modificatio
attacks, since by modifying packets the malicious router i
detected faster in Figure 18 than in Figure 17.

In this paper, we first raise the awareness of achieving a
ractical and scalable network fault localization protocol
hat can cope with dynamic traffic patterns and routing
paths with constant, small router state. After identifying
the fundamental limitations of previous FL protocols which
are all path-based, we explore a neighborhood-based FL

Realizing its importance, researchers have recently pro@PProach; we also propodgynakL, which utilizes delayed
posed several approaches for network fault localizationkey disclosure, a novel technique that enables secure yet
As aforementioned, the known secure FL protocols aréfficient checking of packet content conservation.
all path-based, failing to support dynamic routing paths, While existing path-based FL protocols aim to identify
requiring per-path state at routers, and incurring peresou @ specific faultylink (if any), DynaFL localizes data-plane
key sharing and management. Besides these fundamenfaults to a coarser-grained 1-hop neighborhood, to achieve
limitations, we show that most FL protocols also suffereith four distinct advantages. FirshynaFL does not require
from security vulnerabilities or high protocol overhead. ~ @ny minimum duration time of paths or flows in order to

For example, WATCHERS [16], [22], Audlt [8] and detect data-plane faults as path-based FL protocols des, Thu
Fatih [29] implement the traffic summaries using eitherPynal'L can fully cope with short-lived flows which are
counters or Bloom Filters [15] with no secret keys, thusPoPularly seen in modern networks. Second Dpnal'L,
remaining vulnerable to packet modification attacks as Sec? source node does not need to know the exact outgoing
tion II-C shows. path, unlike path-based FL protocols. HenBgmnaFL can

Both ODSBR [12], [13] and Secure Traceroute [30] acti- support agile (e.g., packet-level) load balancing such as

vate FL only when the end-to-end packet loss rate exceeds 4-2 "outing [20] for datacenter networks. Third ynaFL
certain threshold. However, a malicious node can safely dro"OUter only needs around 4MB per-neighbor state based on

packets when FL is not activated, and behave “normally’our classic Sketch impllementation, while a router in a path-
when FL is invoked. In addition, ODSBR does not consider?@s€d FL protocol requires per-path state. FinallyyaaFL
natural packet loss, which can make the algorithm eithefOUter only maintains a single secret key shared with the AC,
not converge or incur high false positives by incriminating While @ router in a path-based FL protocol needs to manage
benign links. 100 to 10000 secret keys in measured ISP topologies.

Liu et al. propose enabling two-hop-away routers in the DynaFL focuses mainly on unicast communication, while
path to monitor each other [26] by using 2-hop acknowl-Multicast and broadcast communication may cause the detec-

edgment packets. However, such a 2-hop-based detectid}p" ©f “Packet injection, since a packet may be “benignly”
scheme is vulnerable to colluding neighboring routers.-Sim duPlicated during the transmission. As future work, we plan
ilarly, both Watchdog [28] and Catch [27] can identify to deal with multicast and broadcast scenarios.
and isolate malicious routers for wireless ad hoc networks,
where a sendef verifies if the next-hop nod¢; indeed
forwards S's packets bypromiscuouslylistening to f;'s The authors gratefully thank Hsu-Chun Hsiao and Patrick
transmission. Both Watchdog and Catch are vulnerable tdague for constructive discussions and insightful sugges-
collusion attacks, where a malicious nogg, drops the tions, and the anonymous reviewers for their valuable feed-
packets of a remote sendgr(which is out of the promiscu- back. This research was supported by CyLab at Carnegie
ous listening range of,,,) while the colluding neighbors in Mellon under grants DAAD19-02-1-0389, W911NF-09-1-
the promiscuous listening range ¢f, intentionally do not 0273, and MURI W 911 NF 0710287 from the Army
report the packet dropping behavior ff,. Research Office, and by support from NSF under award
Among the known secure proposals, the protocol due t&NS-1040801. The views and conclusions contained here
Avramopoulos et al. [11] incurs high computational andare those of the authors and should not be interpreted as
communication overhead, because it requires acknowledgiecessarily representing the official policies or endorse-
ments from all routers in the path, and requires multiplements, either express or implied, of ARO, CMU, NSF or
digital signature generation and verification operatioms f the U.S. Government or any of its agencies.
eachdata packet. Recently proposed PAAI-1 [34], Statistical
FL [14], and ShortMAC [36] all require stable routing paths
and per-path state at routers. TrueNet [35] leveragesettust [1] Arbor networks: Infrastructure security survey. http://www.
computing to achieve FL with constant small router state.  arbornetworks.com/sgecurity report.php.

However, TrueNet requires special hardware support such[z] Cisco security hole a whopper.  http://www.wired.com/
as a TPM. politics/security/news/2005/07/68328.
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